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Optical characteristics of the near-surface plasma initiated
by high-power femtosecond laser pulses of different polarisation

V M Velichko, V D Urlin, B P Yakutov

Abstract. The interaction of differently polarised femtose-
cond laser pulses with an intensity of 10'> — 10'7 W cm 2
with the surface of a solid target was calculated theoreti-
cally. In the calculation of absorption of the laser radiation,
the electrodynamic, hydrodynamic, and kinetic equations
were solved in combination at the plasma—vacuum boun-
dary. The dependences of plasma reflectivity on the inten-
sity, polarisation, and the angle of incidence of laser radi-
ation on the target were determined. A comparison with
experimental data was made.

1. Introduction

Recently laser radiation sources with the pulse duration
1~ 107" = 107" s have been developed, which are capable
of producing light fields of the intensity I ~ 10—
10 W em 2 [1, 2]. The irradiation of targets by laser pulses
with such parameters produces a thin (~ 0.1 — 1 pm) plasma
layer of the solid-state density (7, ; ~ 10 — 10% cm™?) with
the electron temperature 7, ~ 0.5 — 1 keV and ‘cold’ ions.
This superdense hot near-surface plasma is a unique physical
object whose properties are actively investigated [1, 2].

The question of the mechanism of laser radiation absorp-
tion by the near-surface plasma with such extreme parame-
ters is very important in studies of the interaction of femto-
second laser pulses with solid targets. This question also
attracts considerable attention because the plasma absorptiv-
ity and its reflectivity are among the few parameters of a fem-
tosecond plasma that can be reliably measured in experi-
ments [3—8].

The aim of this work is to calculate the optical plasma
characteristics during irradiation of a solid target by a femto-
second laser pulse of arbitrary linear polarisation. The studies
were made using a through-computation code in Lagrangian
coordinates allowing a simultaneous numerical simulation of
electrodynamic, kinetic, hydrodynamic, and radiative proc-
esses in a laser-produced plasma. We used a model of
plasma permittivity that allowed us to adequately describe
the absorption of femtosecond laser pulses of the intensity
1 <10 W cm 2. The results of calculations of the optical
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plasma parameters were compared with the experimental
results reported in the literature.

2. Theoretical model and computation
of the USP —target surface interaction
and USP absorption

2.1. Calculation of the hydrodynamic parameters of a
femtosecond plasma and its charge-state composition

The irradiation of a target by a USP has several specific
features. The short (~107"* —107'?s) time scales and
high (1016 —10" Wcm’Z) intensities of irradiation result
in strong temperature, density, and charge gradients in the
produced near-surface plasma. The plasma dynamics in
problems of this kind is described in the approximation of
one-dimensional, two-temperature, one-liquid hydrodyna-
mics in Lagrangian coordinates [7—11]. The one-dimensio-
nal nature of the approximation stems from the fact that the
focal spot diameter d ~ 10 — 100 um remains far greater
than the thickness L, ~ 0.1 — 1 pm of the plasma produced
by a femtosecond laser pulse at the target surface.

The method of calculation in use allows us to take into
account, apart from the hydrodynamic plasma motion, such
phenomena as the absorption of laser radiation, the electron—
ion energy exchange, the heating of target material due to the
electron thermal conduction, and also the transient ionisation
kinetics for the determination of the average ion charge. The
equation of state of the electron component is written in the
ideal gas approximation. Since the characteristic tempera-
tures of laser-induced target heating are much higher than
the vaporisation temperature of the target material, the lat-
tice can be also treated as an ideal gas; the heat capacity
of the electron gas and the lattice was taken to be equal to
3/2. The basic equations have the form:
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where u is the velocity of ions and electrons; p is the density
of the medium; x is the Eulerian coordinate; m and ¢ are the
Lagrangian variables; E, = 1.5(Z)T./M + U({Z))/M and
E; = 1.5T;/M are the energies of the electron and ion com-
ponents per unit mass; (Z ) is the average ion charge; U({(Z))
is the energy expended to ionise the atom to the charge (Z);
T. and T; are the electron and ion temperatures; P, =
p{(Z)T,/M and P; = pT;/M are the electron and ion pres-
sures; M is the atomic mass; P, is the pressure arising from
the introduction of artificial viscosity; Qi, e, Olas» and Qrag
are the equation terms that describe the electron-ion energy
exchange, the electron thermal conduction, the absorption of
laser radiation, and the radiative energy losses, respectively.

The plasma state in the model employed is described by
the average value (Z ), which is justified, because the distribu-
tion over the degree of ionisation is relatively narrow [12]. The
time variation of (Z) is described by the equation [11]

— Ust — Uph)a (6)

where v;, vy, and vy, are the rates of electron impact ionisa-
tion, three-body recombination, and photorecombination,
respectively. The expressions for the rates of elementary
processes were (following Refs [11, 13]) taken in the interpo-
lation form. In the equilibrium case, at high densities we
obtain the Saha formulas from Eqn (6), while for a low
density and a high temperature, we arrive at the ‘coronal’
equilibrium.

The parameter Q.;, which takes into account the relaxa-
tion of electron and ion temperatures, and the heat flux g,
transferred by electrons were described by classical expres-
sions [11]. In this case, provision was made for heat flux
limitation. The expression incorporating the source of laser
energy release Q) is discussed below. The parameter Q.4
was neglected at this stage of investigations.

The estimated contribution of radiative loss to the total
energy balance during the laser radiation pulse is small
and accounts for a fraction of a percent, which cannot
have a significant effect on the results of simulation of other
parameters. Because we consider the intensities 7 < 10"
W cm 2 and short pulses at which the plasma has a density
about that of a solid and a temperature of hundreds of elec-
tronvolts, the possible effect of light pressure on the plasma
motion was neglected. The validity of this approximation
will be demonstrated in the analysis of the results of calcula-
tions.

Eqns (1)—(5) were integrated in Lagrangian coordinates
employing the ‘crosslike’ calculation scheme correct to the
second order in space and to the first order in time. The
heat conduction equation was solved by the sweep method
using an implicit scheme in the second order in space and
in the first order in time. Eqn (6) was solved at each point
of the difference scheme by an explicit-implicit method.
Using this calculation scheme based on Eqns (1)-(6), we
simulated the hydrodynamic motion of the laser-produced
plasma, the energy transfer from the absorption region inside
the target, the electron—ion energy exchange, and determined
the degree of ionisation in the plasma.

2.2. Calculation of the absorption of a femtosecond laser
pulse

The absorptivity of the near-surface plasma produced upon
the interaction of an ultrashort laser pulse with a solid target

depends on the radiation intensity, the laser beam polarisa-
tion, the angle of laser beam incidence on the target, and the
laser radiation wavelength. Because the depth L, of the plas-
ma layer during a femtosecond laser pulse is usually smaller
than the laser radiation wavelength 4, L, < 4, to determine
the optical plasma characteristics, it is necessary to find the
solution of the electromagnetic field equations at the plas-
ma-vacuum interface. The wuse of geometrical optics
approximation for such spatial scales becomes incorrect.

The USP-produced plasma is characterised by strong
density, temperature, and charge-state composition gradients.
For this reason, the calculation of the optical characteristics
of such a plasma should involve simultaneous solution of the
equations of hydro- and electrodynamics in order to deter-
mine the light field of laser radiation at the plasma-—
vacuum interface for real density, temperature, and charge-
state composition profiles. Since the electrodynamic charac-
teristics change on a shorter time scale than the
hydrodynamic ones, the absorption of light is calculated
using stationary wave equations.

The scheme of laser radiation—plasma interaction is
shown in Fig. 1. For an s-polarised wave, the electric field
E is directed normally to the plane of laser radiation inci-
dence on the plasma. The electrodynamic equations can be
reduced to the form whereby the electric field E of the
wave, which propagates in the direction of the x-axis, is
described by the single-component, one-dimensional wave
equation [14]

V x

Figure 1. Scheme of the interaction of a polarised laser beam with a target:
(1) incident beam; (2) reflected beam; (3) target.
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where ky = w/c; o is the laser radiation frequency; c is the
speed of light in vacuum; ¢ is the plasma permittivity; and 0 is
the angle of wave incidence on the plasma. The permittivity
model accepted is discussed below.

When calculating p-polarised electromagnetic fields, we
can conveniently solve the equation not for the vector E,
which lies in the plane of laser radiation incidence in the
case of p polarisation, but for the magnetic vector H of
the wave perpendicular to the plane of beam incidence
[14]. The equation describing the distribution of magnetic
field of the laser radiation has the form:

d’H  1dedH

Tk [g(x) — sin? H}H —0. (8)
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The coefficients in this equation have the same meaning as in
Eqn (7). The x- and y-axes (see Fig. 1) lie in the plane of
incidence of the laser beam, which makes an angle 0 with the
x-axis. The y-axis lies at the intersection of the plane of
incidence of the laser beam with the plane coinciding with
the initial plasma boundary. The plasma parameters depend
on the coordinate x. Having determined H from Eqn (8), one
can readily find, following Ref. [14], the components of the
electric field E necessary for determining the absorption. The
field component E, collinear with the plasma density gra-
dient and the field component E, normal to the density
gradient are defined by the expressions:

g = ©)
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The energy of the electromagnetic wave absorbed in a unit
plasma volume in a unit time can be represented as [14]

W (x) = wlme(x)|E(x)|* /8, (11)

where |E(x)|* = |E.(x)|* + |E,(x)]* for a p-polarised wave
and |E(x)|* = |E.(x)|* for an s-polarised wave.

The parameter Q,,,, which describes the laser energy re-
lease in Eqn (1), is related to W(x) by the expression

W(x)
=

Opas = (12)

Let us discuss the plasma permittivity model in more
detail. As shown in Ref. [8], the choice of this model can sub-
stantially affect the results of numerical simulations of the
optical plasma properties. We use here a model similar to
that employed in Refs [5—9], wherein the plasma electrons
and ions are treated as a gas of free particles in the electric
field of laser radiation with frequency w. In this model, the
complex plasma permittivity ¢ is defined by the expression:

wZ

=1-—r 13
¢ o(w+1iv)’ (13)
where w, = (4mnge’ /me)l/ 2 is the plasma frequency; v is the

effective frequency of electron—ion collisions which, apart
from the plasma temperature and density, depends, generally
speaking, on the intensity / and the frequency w of laser
radiation [14]. It was assumed in the derivation of expression
(13) that the medium possesses a weak spatial dispersion,
i.e., the conditions o > Kp(Te/me)l/2 and v > ;cp(Te/me)l/2
are fulfilled, where x,, = 21//, is the wave vector of radiation
in the plasma and (7, /me)l/ 2 is the electron thermal velocity.

The effective electron—ion collision frequency v is the gov-
erning quantity in expression (11) for the absorbed energy
W(x), because

Vo2

: (14)

To improve the precision of the permittivity model, we will
take into account the relationship between the effective elec-
tron—ion collision frequency v and the frequency w of the
incident electromagnetic wave. According to Ref. [9], we will

assume that for @ > v, in the so-called high-frequency limit,
V = Vy:
, 4(2m)'2 (Z)e*n A s
h 3 " el 2 Te3 /2°
where A is the Coulomb logarithm; 7, is the electron density
of the plasma; e and m, are the electron mass and charge;
and T, is the electron temperature.

For @ < v, in the low-frequency limit, the dependence of v
on the temperature, the density, and the average charge
remains the same, but the numerical coefficient in expression
(15) is diminished by about a factor of three, so that the low-
frequency effective collision frequency is

3n

= ﬁ Vh. (16)

Viow

Therefore, we described the effective collision frequency
in the following way. We assume that the collision frequency
18 v = v}y, for v > w, while formula (15) is valid and v = v, for
v < . In the intermediate case, for v ~ w, the quantities v,
and v, are sewed together at the level v = .

The technique of numerical solution of Eqns (7) and (8)
describing the light field of the laser radiation is similar to
that proposed in Ref. [6]. It is significant that Eqns (7) and
(8) have exact solutions in a homogeneous medium. In a
homogeneous supercritical-density plasma, these solutions
are used as boundary conditions for the integration of these
equations in an inhomogeneous layer. The integration of the
equations proceeds outward from the plasma to vacuum. The
wave reflected from the plasma and the incident wave in vac-
uum form a light field with the amplitude related to the
current intensity of laser radiation

P
I(r) = %cos 0.

17)
This amplitude is used to calibrate the solution and deter-
mine the plasma reflectivity R and absorptivity 4. According
to the energy conservation law, the equality 4+ R=1
should be fulfilled. This equality was used to verify the pre-
cision of our calculations.

In the numerical simulation of the laser pulse—plasma
interaction, Eqns (7)—(10), which describe the absorption,
were solved simultaneously with the system (1) —(6). The sol-
ution yields the spatial distribution of the electric (\E(x)|2)
and magnetic (|H (x)\z) fields, which are used to determine
the reflectivity R and the spatial distribution W(x) of the
energy absorbed in the plasma layer.

3. Specific features of the interaction
of p- and s-polarised femtosecond
laser radiation with an inhomogeneous plasma

Experiments and calculations show that the absorption coef-
ficient of p-polarised radiation exceeds, for equal intensities
and angles of incidence of femtosecond laser pulses on an
inhomogeneous plasma, that of s-polarised radiation
[3, 4, 8]. This is caused by the resonance absorption of the
p-polarised electromagnetic wave by the inhomogeneous
plasma [11, 14].

Such resonance absorption will be observed if the electric
vector E of the wave is collinear with the density gradient of
the inhomogeneous plasma. In the calculation of absorption



892

V M Velichko, V D Urlin, B P Yakutov

of p- and s-polarised radiation, by solving Eqns (7) —(10) the
magnitude of the field was determined throughout the region
adjacent to the plasma-vacuum interface. In the case of p-
polarised radiation, a resonance enhancement of the electric
field component collinear with the density gradient occurs at
the point with a critical density, and the absorption peak
appears. The computation model developed here allows us
to investigate the absorption of laser radiation in the expand-
ing plasma in full detail.

Let us present typical examples of the solutions obtained.
First of all note that we relied on the experiments of
Refs [3, 5, 7] in the development of the computation model
of absorption and used the laser radiation parameters given
in these papers. In this case, the possible existence of a pre-
plasma at the surface of a solid target was disregarded.
This assumption is supposedly valid for the experiments of
Refs [5] and [7] (the contrast ratio above 107 one picosecond
prior to the peak of the pulse) but holds not so good for
Ref. [3]. The authors [3] assume the existence of a thin pre-
plasma which, in their opinion, can only slightly distort the
results of interaction with the solid target.

Fig. 2 shows the distribution of the energy absorbed in the
aluminium target plasma irradiated at an angle of 50° by a
~ 200-fs laser pulse, 93% of the pulse intensity being ac-
counted for by the p-polarised radiation and 7% by the s-
polarised radiation. The total intensity is I = 2.5 x 10"
W cm 2. A maximum absorptivity recorded under these irra-
diation conditions in the experiments of Ref. [3] was ~ 60 %.

Wn/102 W g™! T./10%V; p/g cm™
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Figure 2. Profiles of the absorbed power of p-polarised laser radiation W,
(1) in an aluminium plasma, the plasma density p (2), and the electron
temperature 7, (3) at the point in time # = 100 fs after the onset of the
pulse.

Fig. 2 exhibits a distinct resonance absorption peak ob-
served at the critical-density point. According to the calcula-
tion, the absorptivity of a target irradiated at an angle of 50°
is about 66 %, which is close to the experimental value. In this
case, the resonance absorption, i.e., the absorption related to
the field component E, collinear with the density gradient
amounts to ~ 44%, while the absorption due to inverse
bremsstrahlung, for which the component E| is responsible,
accounts for ~ 22%. This is nearly equal to the absorptivity
(~ 23%) calculated for the s-polarised radiation beam inci-
dent on the plasma at the same angle (50°). This coinci-
dence demonstrates the consistency of description of p-
and s-polarised radiation absorption.

Fig. 3 shows the distribution of energy absorbed in the
plasma irradiated by the s-polarised laser beam. Except for

the polarisation, all the radiation parameters are the same
as in Fig. 2. A comparison of these two irradiation versions
shows that the resonance peak is missing and the energy
release is fairly uniformly distributed in the vicinity of the
critical density upon absorption of s-polarised radiation,
the absorption taking place in the plasma with both sub-
and supercritical density.
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Figure 3. Profiles of the absorbed power of s-polarised laser radiation W,
(1) in an aluminium plasma, the plasma density p (2), and the electron
temperature 7, (3) at the point in time ¢ = 100 fs after the onset of the
pulse.

One can see that the maximum absorbed power of the p-
polarised radiation exceeds that for the s-polarised radiation
by nearly two orders of magnitude. Therefore, numerical sim-
ulations reveal a significant difference in the nature of
absorption of the p- and s-polarised radiation by the near-
surface plasma produced by femtosecond laser pulses.

Figs 2 and 3 also allow one to estimate the characteristic
depth 6 of field penetration inside the plasma from the width
of the absorption region. For the cases considered above,
§~3x1072 um, which exceeds the mean free electron
path [(Te/me)l/zv’1 ~ 4 x 107um] in the absorption region
and is indicative of the normal skin-effect mode in the inter-
action under investigation.

4. Optical properties of the near-surface plasma

To test the theoretical model for the simulation of absorption
of a femtosecond pulse of arbitrary polarisation and the
method of computer-aided calculations developed by us,
we performed the simulations for the values of target irra-
diation parameters corresponding to the experimental
conditions described in the literature [3, 5, 7]. We compared
the values of the reflection because this is one of the few
parameters of a femtosecond plasma that can be reliably
measured in experiments.

In Ref. [7], the absorptivity A(Z) of an aluminium plasma
was accurately measured. In these experiments, the laser
radiation was incident normally to the target surface, which
is equivalent to the s polarisation of the beam. Fig. 4 shows
the pulse shape I(¢), which was measured in the experiments
of Ref. [7] and used in our calculations. The laser radiation
wavelength was 0.4 pm. The exposure of the aluminium tar-
get to the laser radiation with such parameters was simulated
in the intensity range 7 = 3 x 10'* — 2 x 10'” W cm 2. Fig. 5
shows the results of calculations of the aluminium absorptiv-
ity A(1) and the experimental points from Ref. [7]. One can
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Figure 4. Variation in the reflectivity R and the electron temperature 7,
during and after completion of the laser radiation pulse for 1 = 0.4 pm,
0=0°and I = 3 x 10'® W cm™2. The dashed line shows the shape of the
laser pulse in the calculations and the experiments.

see that the calculated data agree well with the experimental
results. In the most interesting intensity range 10" < I <
2 x 10" W cm ™2, the maximum difference between the cal-
culations and the experiment does not exceed ~ 10%. A
reduction in the plasma absorptivity with increasing in inten-
sity of the laser radiation is caused by an increase in the
electron temperature and a decrease in the density of the
outer layers of the expanding plasma. For w, > w > v, the
absorptivity changes in accordance with the general rules
of the normal skin effect [16]:

2 (Z)nl"

A=1-R~~
wp Te3/2

(18)
For I ~ 107 W cm’z, numerical calculations coincide with
the estimates by formula (18) not only qualitatively but also
quantitatively.

0 1 1 1
10 105 10'6 I/Wem™

Figure 5. Absorptivity 4 of aluminium irradiated by laser pulses of diffe-
rent intensity for 2 = 0.4 um and 6 = 0°; the pulse shape is given in Fig. 4,
the points represent the experiment of [7] and the solid line represents the
simulations.

Based on our calculations, we also studied the variation in
the optical characteristics of the near-surface plasma and its
other parameters during and after the laser pulse. Fig. 4
presents the relevant information on the reflectivity and
the temperature of the expanding plasma produced by a laser
pulse with the intensity 7 = 3 x 10'® W cm™2. One can see
that the reflectivity decreases as the plasma expands and
cools down. When calculating the reflectivity after termina-

tion of the laser pulse, we assumed that the laser radiation
intensity was constant and equal to ~ 10® W cm™ and its
absorption did not virtually change the state of the expanding
plasma.

The simulations whose results are given in Fig. 5 were
carried out without limitation of the heat transfer. The intro-
duction of the heat flux limitation at a level of 0.1 has no effect
on the results up to the intensity 7 ~ 5 x 10'® W em 2. For
I~10" Wem™2, the calculated absorptivity lowers by
about 20 %. This is explained by the increase in the plasma
temperature during the laser pulse.

Let us discuss the possible role of the light pressure P,
which depends linearly on the laser radiation intensity,
P =(1+ R)I(t)/c, and is therefore manifested at high inten-
sities. For I ~ 10" W em™, the peak light pressure is
~ 70 Mbar. Our calculations show that the thermal and
dynamic plasma pressure P, + P; + pu’ at the plasma—vac-
uum interface amounts to 70 — 100 Mbar at this intensity
and exceeds the light pressure during the entire pulse except,
perhaps, a very short period (no longer than tens of femtosec-
onds) at the onset of the pulse. Therefore, neglecting the light
pressure for laser radiation intensities below ~ 10'” W ¢cm ™2
is well substantiated. For higher intensities and longer pulses,
the light pressure should be taken into account.

We also used the above computer-aided method of calcu-
lations to calculate the reflectivity of the silicon plasma in the
intensity range 10"> — 10'” W cm™? measured in Ref. [5]. The
pulse duration in these experiments was ~ 160 fs and the
laser radiation wavelength was ~ 0.616 um. Fig. 6 illustrates
good agreement between the calculated and measured values
of the absorptivity. The experiments were conducted for nor-
mal incidence of the laser beam on the silicon target.

R
0.8 o
¢ (=]
0.4 -
0 1 N T T I | 1 1 L1 11111 1 1 1

105 10 [/Wem™?

Figure 6. Reflectivity R of the silicon plasma upon irradiation by laser pul-
ses of different intensity for A =0.616 um, 6 = 0°, and © ~ 160 fs; the
points represent the experiment [5] and the solid line represents the simula-
tions.

As already noted, for equal laser pulse intensities and
angles of incidence on an inhomogeneous plasma, the absorp-
tivity for p-polarised radiation is higher than that for s-
polarised radiation. This was confirmed by a series of calcu-
lations simulating the femtosecond laser irradiation. Con-
sider first the time variation of the reflectivity of laser radi-
ation for the plasma, initiated by a laser pulse, during the
pulse and after its completion.

Let us compare two cases: an aluminium target irradiated
at the same angle 6 ~ 50° by laser radiation pulses (1 =
=0.248 pm, 7~ 200 fs) of equal intensity I ~ 2.5 x 10"
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W cm ™2 but with different polarisations. Upon completion of
the heating pulse, the plasma is exposed to the continuous
probing radiation having the same parameters but the low
intensity /p,, which does not change the plasma state.

Fig. 7 shows the time dependences of the reflectivities.
One can see that the reflectivity for the p-polarised radiation
is significantly lower than that for the s-polarised radiation
during the pulse and after its completion. The reflectivity
for the s-polarised radiation decreases monotonically as
the plasma expands and cools down. For the p-polarised radi-
ation, the reflectivity variation pattern proves to be different.
This is explained by the fact that the reflectivities for the two
radiation polarisations depend on the density gradient scale
length L in a different way. The density gradient scale length
L can be defined as 1/L ~ (1/n,)(dn./dx) at the critical-den-
sity point.

08 |

04

0 1 2

1/ps

Figure 7. Time dependences of the aluminium plasma reflectivity R for s-
and p-polarised laser radiation during the heating pulse and after its com-
pletion for /. = 0.248 um, 0 = 50°, I = 2.5 x 10> W cm ™2, and I, ~ 10°
W cm2; the dashed line shows the shape of the laser pulse.

0 20 40 60 80 6(°)

Figure 8. Calculated (solid lines) and experimental [3] (points) reflectivi-
ties R of the laser-irradiated aluminium plasma as functions of the angle
of incidence 0 for 7 = 2.5 x 10 W cm™2, 2 = 0.248 pm, 7 ~ 200 fs, and
different polarisation characteristics of the laser pulse: the s-polarised
radiation accounts for 93% of the intensity and the p-polarised radiation
for 7% (1, 0); the p-polarised radiation accounts for 93 % of the intensity
and the s-polarised radiation for 7 % (2, o).

Calculations of the reflectivity from a stationary exponen-
tial density profile with different gradient scale lengths L
showed that the reflectivity for s-polarised radiation
decreases monotonically for L/4 > 0.1, whereas the reflectiv-
ity for p-polarised radiation exhibits oscillations as L/ A varies
from ~ 0.1 to unity and then decreases monotonically for
L/% > 1. A comparison of the dependences in Fig.8 shows
clearly that the s-polarised light is reflected, both during
the pulse and after it, much stronger than the p-polarised
light, which is due to the resonance absorption.

Fig. 8 gives a comparison of the calculated and experi-
mental [3] reflectivities of the aluminium target irradiated
at different angles. The laser radiation in the experiments
and the corresponding simulations had a complex polarisa-
tion composition. Upon absorption of the p-polarised
radiation, strong temperature and energy release gradients
appear in the vicinity of the critical density owing to the reso-
nance absorption, as shown in Fig. 2. For this reason, the
reflectivities were calculated with inclusion of the thermal
flux limitation.

The calculations showed that the limitation affects only
the coefficient related to the p-polarised light component.
The best agreement between the experiments and the calcu-
lations is reached when the thermal flux is limited at a level of
0.5. It is these results that are given in Fig. 8. The minimal
reflectivity (R ~ 38%) for the p-polarisation in the experi-
ments was observed for the angle of incidence 6 ~ 53°,
while in the calculations for 0 ~ 55° (R ~ 32%). A good
fit to the experiment as regards reflectivity and the angle
of least reflectivity is evident.

The existing discrepancy between the calculated and
experimental reflectivities may be caused by the effect of
the pre-plasma in this series of experiments. Generally speak-
ing, the pre-plasma is responsible for a reduction in the ref-
lectivity. The inclusion of this factor can lower the calculated
reflectivity for s-polarised light in the case under discussion.
The ponderomotive pressure and the generation of hot
electrons [8] can be disregarded because the parameter
152 ~ 1.6 x 10 W um? cm ™2 in this case.

In connection with the use of a stepwise plasma boundary
model in several papers (see, €. g., Refs [4, 5, 15]), it would be
appropriate to determine the limits of validity of this model
employing the through calculations of laser irradiation effect.
Recall that the stepwise plasma boundary model, assumes
that the plasma does not expand during the course of the
laser pulse and the energy is released in a material of so-
lid-state density.

To study the question raised above, we considered the
ratio between the energy W, absorbed in the plasma with
the unperturbed (solid-state) density and the total absorbed
energy W, Fig. 9 shows the dependence Wi, (¢)/ W (1)
for a ~ 170-fs laser pulse for I ~ 3 x 10'® W cm 2. The shape
of this pulse and the temperature of the plasma produced by
the pulse are shown in Fig. 4. Initially, all the absorbed
energy is absorbed by the solid. However, even on the hun-
dredth femtosecond, it accounts for only ~ 30% of the
absorbed energy. By the end of the pulse, its fraction becomes
less than ~ 1%. A total of only ~ 16% of the laser energy
absorbed by the target is absorbed in the target material.

Wsol/ Wtot

0.8

0.4

0 100 200 1/fs

Figure 9. Variation in the fraction of laser radiation absorbed by solid-
density aluminium during the laser pulse for 2 =0.4 um, 0 = 0°, and
I =3 x10'" W cm™2; the shape of the laser pulse is shown in Fig. 4.




Optical characteristics of the near-surface plasma initiated by high-power femtosecond laser pulses of different polarisation 895

An analysis of the calculations conducted for a laser in-
tensity 7 ~ 10" — 10'7 W ecm™? showed that from 50 to
90% of the absorbed energy is absorbed in the expanding
plasma with a density below that of a solid. That is why
the stepwise boundary plasma model has a limited range
of applicability. Even for pulse lengths 7 > 50 fs and the
intensity 7 >2 x 10'® W cm™2, the hydrodynamic plasma
expansion during the radiation pulse should be taken into
account. Under these conditions, the optical parameters of
the near-surface plasma should be calculated through the
simultaneous solution of hydrodynamic and Maxwell electro-
dynamic equations.

5. Conclusions

Therefore, the model used here yields a satisfactory agree-
ment between experimental and calculated optical and hyd-
rodynamic characteristics of a femtosecond plasma upon the
numerical simulation of solid-target irradiation by a laser
pulse of arbitrary polarisation during and after completion
of the pulse with an intensity of ~ 10"> — 107 W cm 2.
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