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Abstract.  Performance capabilities of commercial digital cameras 

are demonstrated by the example of a Canon EOS 400D camera in 

measuring and detecting spatial distributions of laser radiation 

intensity. It is shown that software extraction of linear data expands 

the linear dynamic range of the camera by a factor greater than 10, 

up to 58 dB. Basic measurement characteristics of the camera are 

obtained in the regime of linear data extraction: the radiometric 

function, deviation from linearity, dynamic range, temporal and 

spatial noises (both dark and those depending on the signal value). 

The parameters obtained correspond to those of technical measur-

ing cameras.

Keywords: commercial digital camera, spatial distribution of radia-
tion intensity, software extraction of linear data, dynamic range, 
temporal and spatial noise.

1.  Introduction

In modern commercial digital cameras high-quality solid-
state photosensitive arrays are used. One may use such 
inexpensive commercial cameras as a detector instead of tech-
nical cameras in various practical applications. For example, 
such applications may be microscopic systems [1], indus
trial displays [2], and hybrid optical-digital recognition sys-
tems [3, 4].

The main problem in using digital cameras as measuring 
devices is that the electronic system of the camera performs 
processing of the detected image in order to convert it to an 
image file. In saving the detected image in various formats of 
processed data (for example, JPG or TIF) the dynamic range 
and linearity of the signal are irreversibly corrupted, which 
limits the possibilities of such digital cameras in experimental 
techniques. This is more pronounced in detecting laser radia-
tion, which is characterised by a large dynamic range.

Nevertheless, modern single-lens reflex (SLR) cameras are 
capable of saving images in an unprocessed raw format. By 

using the methods of extracting linear data, which include 
special software raw-converters, one may obtain linear unpro-
cessed images from commercial digital cameras, both for 
detecting and measuring the spatial distributions of laser radi-
ation intensities with large dynamic range.

Among special software raw-converters it worth noting 
the program dcraw with an open source code [5]. This con-
verter was used for estimating the characteristics of digital 
cameras [6] and in the optical-digital display system [7]. Note 
that the dcraw converter can be used for processing raw-files 
of more than 400 types of commercial digital cameras.

The present work is aimed at demonstrating potential 
possibilities of commercial cameras in measuring the spatial 
distributions of laser radiation intensity and at estimating 
the measuring capabilities of the cameras. The Canon EOS 
400D digital SLR camera was chosen as an example. The 
camera signal linearity was experimentally demonstrated by 
the example of detecting the far-field diffraction on a rectan-
gular hole. The experimental data are compared with numeri-
cal simulation. For this camera, the radiometric function was 
measured and the linear and full dynamic ranges were deter-
mined. The temporal and spatial dark noise and noise dependent 
on the value of detected signal are presented.

2.  Linear data extraction from commercial 
camera

In this section we describe the procedure for extracting linear 
data by the example of color camera Canon EOS 400D with a 
12-bit ADC.

In detecting spatial distributions of light intensity by com-
mercial cameras the latter should operate in the raw-format 
regime. In this case the image will be saved in the unprocessed 
format with the extension cr2 (the extension may differ for 
other cameras). This item is important because JPG and TIF 
formats inevitably lose a part of the dynamic range and lin-
earity of the detected signal.

After saving the image in the raw-format the dcraw-con-
verter should be employed in the so-called ‘document’ regime 
for obtaining the linear data. This is made by running com-
mand dcraw -4 –T –D filename.cr2, where filename.cr2 is 
the name of the raw-file with the detected image. The linear 
12-bit data obtained in this way from the raw-file with the 
name filename.cr2 will be saved in a 16-bit TIF file with 
the name filename.tif.
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In the linearised image file, the signal value is proportional 
to the detected light signal. The image itself is half-tone one 
and repeats the RGGB-structure of the Bayer color filter 
array [8]. This means that each pixel comprises information 
on the value of the light flux passed through the correspond-
ing color filter. From the image obtained one should select 
three images corresponding to different filters: red, blue (1/4 
of all pixels each), and green (1/2 of all pixels) by software 
means. For example, the image detected in the monochro-
matic light of He – Ne laser may be obtained by selecting  
pixels in the odd rows and columns of the unprocessed lin-
earised image. It is convenient to view and analyse such 
images by the graphical analyser NIP2 [9, 10]. In the opposite 
case, rescaling of 12-bit image signals to 16 bits is needed for 
viewing in ordinary graphical editors.

In the following analysis of measured laser intensity distri-
butions with narrow spectrum it is appropriate to use one of 
the images corresponding to the most transmitting filter for 
the radiation under study. In addition, if necessary two other 
images can be used for obtaining measuring images with the 
dynamic range exceeding the dynamic range of photosensitive 
array [11].

The linear measuring images comprise data that can be 
used for evaluating the commercial camera as a measuring 
device (estimating the dark and signal noise, dynamic range, 
and presence of periodical defects in the photosensitive array).

3.  Experimental demonstration of camera  
signal linearity

To demonstrate the linear response of commercial camera to 
light signal we detected the far-field diffraction pattern from 
a rectangular hole.

The experimental setup is schematically shown in Fig. 1. 
Second harmonics of a neodimium laser with the wavelength 
l = 0.53 mm (obtained with KDP crystal) is attenuated by fil-
ter ( 2 ) and focused by microscope objective ( 3 ) to the spatial 
frequency filter ( 4 ). The radiation collimated by objective ( 5 ) 
passes to the rectangular diaphragm ( 6 ) (with the aperture 
lx = 130 mm and ly = 200 mm). The far-field diffraction pattern 
formed in the back focal plane of objective ( 7 ) ( f = 500 mm) 
is detected by the photosensor of commercial camera ( 8 ) (with 
the camera objective removed) and saved in the raw-format for 

further processing and analysis. The camera has color CMOS 
photosensor with the Bayer filter array (3888 ́  2592 pixels 
with the pixel size of 5.7 ́  5.7 mm) and a 12-bit ADC. Computer 
( 9 ) controls digital camera ( 8 ) and processes the detected 
images.

Intensity I of light diffracting on the rectangular dia-
phragm in the back focal objective plane is given by the rela-
tionship [12]

Nd laser

f

1
2

3 4

5 6 7
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Figure 1.  Scheme for detecting diffraction pattern: 	( 1 ) neodymium laser; ( 2 ) attenuator filter; ( 3 ) microscopic objective; ( 4 ) spatial frequency fil-
ter; ( 5, 7 ) objectives; ( 6 ) diaphragm; ( 8 ) digital camera; ( 9 ) computer.
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Figure 2.  Experimental results of detecting the diffraction pattern from 
rectangular hole: (a) spatial intensity distribution; (b) comparison of 
experimental data (points) with calculated (dotted curve) for the central 
horizontal cross-section.
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where k1= lxx0/(lf ); k2= lyy0/(lf ); x0 and y0 are the coordi-
nates in the sensor plane. According to (1) the zero diffraction 
maximum width Dx0= 2lf/lx in this case is 4.0 mm.

The diffraction pattern detected by the camera was then 
processed by the dcraw-converter in the ‘document’ regime 
(the half-tone completely unprocessed image without interpo-
lation). Two green color channels corresponding to the laser 
illumination were selected from the ‘raw’ data array processed 
by the dcraw-converter, the black level offset (256 digital 
units) was subtracted, and the data were averaged. This pro-
cedure provides obtaining the linear image for measuring pur-
poses (see Fig. 2a).

Then the width of zero diffraction maximum was mea-
sured and the number of occupied pixels was calculated. The 
zero maximum width of the diffraction pattern detected by 
the photosensitive array was 352 pixels. Since the period of 
pixel disposition in each color channel is 11.4 mm, the width 
of  diffraction order is 4.1± 0.1 mm, which agrees with the 
results calculated by formula (1).

Comparison of the detected and calculated intensity dis-
tributions for the central horizontal cross-section of the image 
is shown in Fig. 2b. The experimental data were approxi-
mated to the theoretical function by using the least square 
method. One can see that the detected intensity distribution is 
close to the theoretical function (the LSQ error of approxima-
tion is about 1.7 %).

Thus, we may conclude that the camera response to light 
is linear. Hence, the commercial digital camera can be employed 
in the mentioned regime of data processing as a measuring 
device.

4.  Estimation of camera measuring  
characteristics

Consider the measuring characteristics of the commercial 
camera: the dependence of signal value on exposure (the 
radiometric function), black level offset (BLO), temporal 
dark noise, spatial dark noise, temporal noise dependent on 
the signal, spatial nonuniformity of the photo response, and  
linear and full dynamic ranges. White light emitting diodes 
were chosen as the source of illumination. The results are pre-
sented for the green color channel only because in the other 
channels they coincide within the accuracy of measurements. 
The measurements were taken according to the PixeLink 
instructions [13] and to EMVA1288 standard [14]. The proce-
dures for estimating the measuring capabilities of camera 
based on the requirements of mentioned documents are rea-
lised as programs in the mathematical calculation language 
MATLAB.

4.1.  Camera response linearity

The radiometric function of the camera was measured by 
detecting images of a plane light field at various exposures. 
Illumination light inhomogeneity was eliminated by using a 
matrix of white LEDs and a scattering glass plate. The expo-
sure time for the detected images varied from 1/4000 to 10 s. 

The sensitivity of the camera was set to minimum (ISO 100). 
Four images were taken and averaged for each particular 
exposure, and the standard deviation was taken as the mea-
surement error. The frame central domain of 64 ́  64 pixels 
from the averaged image was used for analysing the statistical 
parameters of the detected light signal. The detected images 
of the plane field were first processed by the authorised con-

verter supplied with the camera. The images were saved in the 
16-bit TIF format (the BLO value was subtracted automati-
cally). One can see from Fig. 3 that the radiometric function 
obtained is not linear, which is caused by the post-processing 
procedures automatically performed by the camera such as 
gamma-correction, color interpolation, and enhancement of 
visual quality. The radiometric function can only be accepted 
as linear in a small exposure range (see Fig. 3b).

Then the data were processed by the special dcraw-con-
verter in the ‘document’ regime without interpolation and 
gamma-correction. The detected images were converted by 
this converter to 12-bit ‘raw’ data and saved in the 16-bit TIF 
format (the BLO magnitude equal to 256 digital units was 
subtracted). As is seen in Fig. 4, the obtained signal is linear 
up to 3470 digital units, i.e. the beginning of the photosensor 
saturation region. The errors presented in Fig. 4 correspond 
to the standard deviation from the average signal.

100

101

102

103

104

105

10–4 10–3 10–2 10–1 100 101

A
ve

ra
ge

 s
ig

na
l (

di
gi

ta
l u

ni
ts

)
A

ve
ra

ge
 s

ig
na

l(
di

gi
ta

l u
ni

ts
)

Exposure (rel. units)

 0  0.05  0.10  0.15  0.20  0.25  0.30

 1000

 2000

 3000

 4000

 5000

6000

 7000

Exposure (rel. units)

a

b

Figure 3.  Radiometric function obtained by using authorised software 
converter for image processing. Average signal amplitude versus the 
relative exposure at small (a) and high (b) values. Solid curve is the  
approximating linear function.
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Comparison of the radiometric functions in Fig. 4 and 
Fig. 3 shows that the dcraw-converter provides the linear 
detected signal in a noticeably wider range of exposures (see 
Fig. 5). Quantitative estimates of the linear dynamic range in 
the cases of the authorised program converter and the dcraw-
converter are given in Section 4.4.

For the radiometric function obtained with the dcraw-
converter (see Fig. 4) we estimated the maximal deviation 
from linearity. According to the EMVA1288 standard [14] 

this deviation (percent) from the saturated signal for signal 
magnitudes m within the range 5 % – 95 % is given by the 
expression

.L C C
2

max min

E
m m=

- 	 (2)

The deviations Cm are estimated for each mth measuring 
point of radiometric function by comparing with the regres-
sion line

.
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where Em is the exposure for mth point in relative units, msat 
is  the saturated signal, A and B are the factors responsible 
for  the slope and shift of the regression line AEm + B. The 
maximal deviation from linearity for the radiometric curve 
was 2.7 ± 0.1 %.

4.2.  Camera dark noise

In this section we present the estimates for the temporal and 
spatial dark noises for the data processed by the linearising 
dcraw-converter. For this purpose we detected 64 dark frames 
at the sensitivity ISO 100 and the exposure time of 1/32 s.

4.2.1.  Temporal dark noise

For estimating the temporal component of dark noise we used 
only the central domain of the dark frames (64 ́  64 pixels). 
The signals from pixels of this array were averaged over 
frames and the standard deviation was calculated for each 
pixel sdt,ij. As a result, two arrays were formed: the array of 
mean values of dark signal Aij

mean and the array of standard 
deviations sdt,ij. This procedure follows the method used by 
PixeLink for estimating dark noise [13]. To quantitatively 
estimate the temporal dark noise we calculated the mean stan-
dard deviation for the array sdt,ij

,N
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,
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k n
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=

/ 	 (4)

where k and n are the numbers of pixels in columns and rows of 
the dark frame domain used. According to the measurement 
results, the temporal dark noise is Ndt » 1.6 ± 0.2 digital units.

4.2.2.  Spatial dark noise

To estimate the spatial dark noise that characterises nonuni-
formity of the dark signal over pixels we calculated the stan-
dard deviation sds over the total averaged dark frame. In this 
case the dark noise is estimated [13] as

%.N 100
sat

ds
ds #m

s
= 	 (5)

For the camera employed we have msat = 3470 digital units.
According to the measurement results the mean value of 

the signal averaged over frame is 256.0±0.4 digital units and 
the standard deviation is sds » 0.4 digital units. The spatial 
dark noise is Ndss » 0.01 %. It worth noting that such low spa-
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Figure 4.  Radiometric function obtained by using dcraw-converter for 
image processing. Average signal amplitude versus the relative exposure 
at small (a) and high (b) values. Solid curve is the approximating linear 
function.
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tial dark noise is explained by the electronic means of noise 
suppression in Canon cameras.

4.3.  Noises dependent on the light signal value

For the considered digital camera we measured the temporal 
and spatial (inhomogeneity of photosensitivity) noises depen-
dent on the value of light signal. The measurements were 
taken separately in each color channel. For measuring in the 
red channel, odd pixels from odd rows were chosen (row 1, 
pixels 1, 3, 5, …; row 3, pixels 1, 3, 5, …; and so on), in the 
green channel odd pixels from even rows were chosen (row 1, 
pixels 2, 4, 6, …; row 3, pixels 2, 4, 6, …; and so on), and in the 
blue channel even pixels from even rows were chosen (row 2, 
pixels 2, 4, 6, …; row 2, pixels 2, 4, 6, …; and so on) according 
to the Bayer mask. As before, we used the array of white 
LEDs, whose radiation passed through a diffusing glass for 
eliminating inhomogeneities of the plane light field. The noise 
characteristics were estimated from the whole averaged frame.

The measurement results are presented for green color 
channel only, because the characteristics of color channels are 
determined by those of the color filters deposited to the array 
rather than by the characteristics of the device itself (photo-
cells under different color filters are the same). This is con-
firmed by the fact that the noise characteristics in different 
color channels coincide within the measurement error.

4.3.1.  Temporal light noise

In measuring the parameters of temporal light noise we used 
a plane source of light radiation with inhomogeneous distri-
bution of brightness over its surface so that the range of illu-
mination of different areas in the image was wider than the 
dynamic range of the camera under test. We recorded 64 
frames of such source. The detected frames were processed by 
the dcraw-converter in the ‘document’ regime and, for com-
parison, by the authorised converter. The images obtained 
were averaged over frames and became the basis for creating 
the array of mean signal values in pixels Sij

mean and the array 
of standard deviations slt,ij. Then from array Sij

mean the signals 
were chosen with the step of 1 digital unit. For each signal 
value from Sij

mean the corresponding standard deviation from 
slt,ij was found as the estimate of the temporal light noise. The 
dependence of the temporal light noise on the signal ampli-
tude is shown in Fig. 6a for the dcraw-converter and in 
Fig. 6b for the authorised camera converter. The noticeable 
difference between Figs 6a and 6b is explained by the post-
processing procedures of images converted by the authorised 
converter.

The curve on Fig. 6a in linear (non-logarithmical) coordi-
nates is well described by a root function. Hence, the tempo-
ral light noise of images processed by the dcraw-converter 
obeys the Poisson statistics, which describes the photon shot 
noise. This is an additional confirmation of the linearity of the 
data obtained from photosensor by using dcraw-converter.

4.3.2.  Nonuniformity of the photo response 

The measure of the spatial noise dependent on the intensity of 
detected radiation is the photo response nonuniformity 
(PRNU). To estimate PRNU we detected and averaged 64 
frames of plane light field image. Mean dark signal Aij

mean was 
subtracted from the averaged image (see Section 4.2.1). The 
obtained averaged image of plane light field was decomposed 
into three arrays corresponding to the three color channels. 
Then for each array the standard deviation sls and mean light 
signal (FM) were calculated. Then PRNU for each color 
component is estimated [13] as follows

100%.
FM

PRNU ls
#=

s
	 (6)

According to measurement results, at an average light sig-
nal of 2300 digital units the average nonuniformity of the 
photo response over all color channels is ~ 0.5%.

4.4.  Estimate of camera dynamic range in detecting light 
signals

By using the data obtained one can estimate the dynamic 
range of the digital camera. All estimates are made in the 
assumption that light is detected with a minimal signal/noise 
ratio equal to 2 (rather than to conventional value of 1). Such  
a choice is explained by the fact that the digital camera is of 
commercial type.

The minimal detectable signal is 4 digital units at the sig-
nal/noise ratio equal to 2 (see Fig. 6a). This complies with the 
estimates obtained for the temporal dark noise (1.6 digital 
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Figure 6.  Temporal light noise versus signal amplitude for data pro-
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units) and for spatial dark noise (0.4 digital units). As is seen 
from Fig. 4a the value of exposure Emin corresponding to the 
minimal detectable signal is 1.3´10–3 relative units.

For obtaining the signal value corresponding to the maxi-
mum linear dynamic range (3070 digital units, Fig. 4b) the 
experimental radiometric function was approximated by a 
linear function; 3070 digital units is the maximal signal, for 
which the approximating line fits within the measurement 
error. The exposure for this signal is Emax = 1.0 relative units. 
The linear dynamic range Dl estimated from the relationship

lgD
E
E

20
min

max
l = 	 (7)

was found to be 58 dB.
For estimating the full dynamic range we determined the 

saturated signal (3470 digital units), the corresponding expo-
sure is Esat = 1.12 relative units (see Fig. 4b). The total dynamic 
range (Df) estimated from the relationship

lgD
E
E

20
min

f
sat= 	 (8)

is 59 dB.
Similar estimates were made for the data processed by the 

authorised camera converter. By using the radiometric func-
tion obtained (Fig. 3) and taking into account Fig. 6b one can 
estimate the linear and full dynamic ranges of the camera in 
detecting nonlinearised data. As above, the minimal signal/
noise ratio was taken 2, so the estimated minimal detectable 
signal was 400 digital units (see Fig. 6b), and the corre
sponding relative exposure was Emin = 8.2´10–4 relative 
units (Fig. 3a). The maximal value of linear signal resulting 
from the experimental data approximation (see Fig. 3a) was 
24500 digital units. This value corresponds to the utmost 
experimental value, for which the approximating line fits 
within the measurement error. The exposure for this signal is 
Emax = 5.0´10–2 relative units (Fig. 3b), and the linear dynamic 
range is 36 dB (see [7]). Thus, by using a special raw-converter, 
for example, dcraw one can expand the linear dynamic range 
of camera by a factor of 10 in detecting light signals.

5.  Discussion of results and conclusions

The procedure for extracting linear data from commercial 
digital photo-cameras is described for measuring spatial dis-
tributions of laser radiation intensity. Method is given for 
estimating the measurement characteristics of such cameras: 
the linear and total dynamic ranges; temporal and spatial 
noises, both dark and those depending on the magnitude of 
detected light signal.

According to the results obtained, in using the procedure 
for extracting linear data the Canon EOS 400D commercial 
digital cameras can be employed as the measuring detecting 
devices with the following characteristics.

(i) The linear dynamic range of camera is 58 dB with the 
maximal deviation from linearity 2.7 %; the full dynamic 

range is 59 dB. Without using procedures for extracting lin-
ear data the linear dynamic range is 36 dB only. Hence, the 
employment of special dcraw-converter increases the linear 
dynamic range in detecting light signals by a factor greater 
than 10.

(ii) Dark temporal noise is 1.6 digital units (the saturated 
signal for camera is 3470 digital units).

(iii) The measured dependence of temporal noise on the 
magnitude of detected light signal is similar to the correspond-
ing dependence for technical cameras. This is the confirma-
tion that if the dcraw-converter is used then undesirable post-
processing of detected data is absent.

(iv) The spatial dark noise is 0.01 % from the maximal  
signal. This low noise is explained by a noise suppression  
system based on the correlated double sampling [15] that is 
used in the sensor.

(v) The photo response nonuniformity (0.5 %) is compa-
rable with the corresponding characteristic for technical cam-
eras. This is explained by the electronic noise suppression 
scheme in the photo-sensor of the Canon EOS 400D camera, 
which employs the method of complete electronic transfer of 
charge.

These characteristics of digital commercial camera obtained 
with the help of linearising dcraw-converter correspond to 
those of technical measuring cameras. However, there are 
substantial drawbacks of commercial cameras used for mea-
suring purposes.

(i) Only a part of pixels can be simultaneously used for 
detecting the intensity distribution of radiation at a particular 
wavelength (the red and blue color channels use a quarter of 
all pixels, the green channel uses half the pixels).

(ii) In the general case the dependence of sensor quantum 
efficiency on radiation wavelength is not known. 

(iii) An additional procedure for extracting linear data 
and separating color channels is needed for obtaining data in 
measurements.

(iv) The repetition frequency of taking frames cannot be 
above several frames per second. The synchronising capabili-
ties are limited by software facilities.

Thus, according to the authors, commercial digital cam-
eras may be an inexpensive alternative to technical cameras in 
detecting intensity spatial distributions of laser sources.
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