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Abstract.  In a one-dimensional hydrodynamic approximation the 
evolution of a hot dense plasma produced by a high-power subpico-
second laser pulse absorbed primarily due to the resonance mecha-
nism is investigated numerically. The heated plasma parameters of 
light and heavy chemical elements are compared. A prediction is 
made concerning the feasibility of producing a thin uniform plasma 
layer of a heavy substance in experiments on the irradiation of com-
pound targets. 

Keywords: subpicosecond laser pulse, thermal wave, p polarisation, 
resonance absorption.

1. Introduction

The rapid progress of high-power laser systems capable of 
generating ultrashort pulses ranging from a fraction of a pico-
second to several picoseconds in duration and having intensi-
ties ranging up to and exceeding the relativistic limit 
1018 – 1019  W cm–2 gives impetus to computational-theoretical 
investigations in the area of such high-intensity radiation – 
matter interaction. Interest is generated primarily in the pro-
cesses responsible for the conversion of optical photon energy 
to fast particle and X-ray fluxes. 

The most consistent approach to the simulation of the set 
of these complex energy processes relies on the ‘particle-in-
cell’ (PIC) mathematical technique. This technique implies 
the solution of the equations of motion for electron and ion 
plasma components in self-consistent electric and magnetic 
fields. It permits taking into account in the general case the 
real three-dimensional experiment geometry, the nonunifor-
mity of laser irradiation, the non-Maxwellian particle velocity 
distribution, etc. However, the software implementation of 
the PIC model calls for extremely large computational 
resources and does not guarantee against the emergence of 
numerical instabilities associated with the spatial separation 
of electric charges. Being kinetic in its nature, the particle 
technique is not optimal for the description of thermody-
namic plasma properties in high-density domains, where the 

dominant role is played by particle collisions rather than 
interactions with the fields. 

The hydrodynamic direction of high-intensity process 
simulations in laser plasmas also remains topical. Even in the 
simplest approximation of one-dimensional geometry, with 
the help of hydrodynamic models it is possible to estimate the 
significant characteristics of such plasmas like the expanding 
plasma density profile, the velocity and penetration depth of 
a thermal wave in the solid-density region, and the ionisation 
multiplicity. In this case, the computational burden is by far 
lighter than with the use of PIC codes. 

In the present work we outline a version of such a hydro-
dynamic model oriented primarily to the description of the 
interaction of a laser target with p-polarised radiation inci-
dent at some angle to its normal. The specific character of this 
irradiation generates a need for taking into account the elec-
tric plasma charge wave, its influence on the steepening of 
expanding plasma density profile due to the action of the pon-
deromotive force and the conversion of a fraction of laser 
pulse energy to fast electrons (resonance absorption). 

Considering all these effects, a numerical investigation 
was made of target heating depth in relation to the chemical 
target composition. These simulations were made for irradia-
tion conditions typical for experiments on the SOKOL-P 
high-power picosecond facility [1]. 

2. Model of p-polarised radiation – matter 
interaction

The hydrodynamic description of the interaction of ultra-
short laser pulses with matter involves the combined solution 
of electrodynamic equations for laser field components as 
well as the equations of motion and heat transfer in the 
plasma produced in the absorption of the field energy. The 
specific form of these equations depends on several assump-
tions about the geometry of laser target irradiation, the radia-
tion intensity, the type of polarisation, the method of includ-
ing the ionisation of atomic shells in the plasma energy bal-
ance, X-ray photon transfer, etc. By way of example of the 
implementation of suchlike hydrodynamic models, mention 
can be made of Refs [2, 3] concerned with the description of 
the plasma dynamics of spherical fusion targets and the two-
dimensional expansion of planar foils in intense laser fields 
with the inclusion of the resonance absorption mechanism of 
light energy. 

Without going into the complexities of multidimensional 
behaviour of the plasma medium, we restrict ourselves to pla-
nar irradiation approximation, when the laser beam incident 
(in the general case, obliquely) on the target is focused to a 
uniform spot with a diameter far greater than the target thick-
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ness. When the radiation is p-polarised, its field is character-
ised by two electric components, E = (Ex, Ey, 0), one of which 
is oriented along the normal to the focal spot and the other 
lies in its plane (the x- and y-directions), as well as by mag-
netic field H = (0, 0, Hz) orthogonal to the E vector. Since the 
pulse front is assumed to be plane, all field components and 
their related currents have the form of waves with the fre-
quency w0 of laser radiation travelling in the y direction: 

Ex, Ey, Hz ~ [Ex(x), Ey(x), Hz(x)]exp(ik0 ysinq0 – iw0t),	 (1)

where k0 = w0 /c is the vacuum wave number; q0 is the angle of 
radiation incidence on the target; and c is the speed of light. 
From this equation it follows that the laser energy density 
QE ~ |E|2 absorbed in the target depends only on the x coor-
dinate. Therefore, it reasonable to assume that during irradia-
tion all hydrodynamic processes in the target material, includ-
ing heat propagation from the absorption region, proceed 
unidimensionally in the direction normal to focal plane. The 
effects of side expansion of the heated plasma at the boundar-
ies of irradiation region are neglected. This formulation is 
employed to advantage in the simulation of experiments in a 
broad range of peak intensities I0 £ 1017 W cm–2 of laser 
pulses (mostly s-polarised), when the effect of light pressure 
may be neglected (see, for instance, Refs [4 – 6]). 

2.1. Electrodynamic equations

We precede from the general Maxwell equations in the fre-
quency representation to derive the equations describing the 
spatial amplitudes Ex(x), Ey(x) and Hz(x) (in what follows 
the argument x will be omitted) of monochromatic p-polar-
ised electromagnetic field with the oscillating time depen-
dence ~exp(– iw0t): 

rot i cE H0w
= ,	

(2)

rot ic cH j E4 0p w
= - , 

where j = ( jx, jy, 0) is the density of the total electric current, 
which is the superposition of polarisation and conduction 
currents. 

To define these relations concretely, the currents   jx, jy 

should be expressed in terms of the intensities of the electric 
components Ex and Ey. In the model of continuous media this 
is accomplished with the complex permittivity tensor, which 
is characterised by the diagonal components ex, ey in the one-
dimensional geometry selected. The difference between these 
components is determined by the different character of energy 
exchange between the field and the target substance in the x  
and y directions. In the target plane the Ey field component 
gives rise to forced electron oscillations, whose energy dissi-
pates only in collisions with the resultant plasma particles. In 
the normal direction the Ex field generates a plasma wave, 
which gives rise to macroscopic charge separation. In this 
case, the dissipation of electron oscillation energy takes place 
both due to interparticle interactions and a collisionless 
mechanism, which is responsible for the generation of fast 
electrons. In strong fields the collisionless dissipation fre-
quency, which has the meaning of a Landau damping fre-
quency vL, may exceed the frequency vT of collisional pro-
cesses for thermal electrons. Furthermore, owing to charge 
separation there emerges an additional thermal contribution 

jT to the conduction current [7], tending to decrease this sepa-
ration, which in turn results in the limitation of the magnitude 
of the plasma field and in its partial ‘ejection’ from the domain 
of laser pulse absorption to the vacuum region. Therefore, the 
currents along the y and x directions may be represented as 
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The rigorous definition of permittivity tensor components 
for a plasma with sharp density gradients, which result in the 
spatial dispersion, anisotropy, and the smearing of plasma 
wave spectrum, is a separate complex mathematical problem, 
whose solution calls for applying the methods of multigroup 
kinetic theory. That is why, focusing on the hydrodynamic 
description of target substance behaviour, which evolves 
from the cold state to a strongly heated and highly ionised 
state, there is good reason to employ a simple wide-range phe-
nomenological expression: 
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where vy = vT and vx = vT + vL. This expression takes into 
account the effect of plasma waves by one, inherently phe-
nomenological parameter vL /w0. This expression coincides in 
form with the Drude formula for metals and reproduces the 
fraction of optical energy absorbed in the target with a rea-
sonable accuracy with the proviso that vL << vT [5, 6]. The 
quantity wp, which enters in expression (4), is the plasma 
oscillation frequency defined, like in Ref. [8], with correction 
for the increase in electron mass me in a laser field with inten-
sity exceeding the relativistic threshold, Irel [W cm–2] = 1.23 ´ 
1018/l0

2 [mm]: 
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e is the electron charge; Zp  and M  are the average charge and 
mass of target ions; r is the plasma density;  l0 = 2p/k0 is the 
radiation wavelength; and j(t) is the time function of the laser 
pulse defined in the form of a triangle, whose peak value is 
equal to unity at the point in time coinciding with the pulse 
duration. 

The relation between the current jT and the field Ex is 
found in the framework of the clear analytical treatment, 
which was outlined in monograph Ref. [9], of one-dimen-
sional electron oscillations heated to a temperature Te under 
the action of this field and intrinsic pressure gradient. In the 
hydrodynamic approximation it turns out that this current is 
proportional to the density gradient of the electron fraction 
which makes up the plasma charge uncompensated by the 
ions: jT ~ ¶ne /¶x. The density of the electrons is found from 
the solution of one-dimensional Poisson equation ¶Ex /¶x = 
– 4pene(x). Solving the equation of oscillatory motion under 
the specified assumptions and excluding the density ne(x) 
from it yields the net result: 
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where
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Under this approach we simultaneously obtain an estimate 
for the collisionless damping frequency of the plasma wave 
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which has correct asymptotic limits: vL ® 0 in the cold sub-
stance (Te ® 0) and vL ® ¥ when the plasma nonuniformity 
length L tends to zero (for a step-like vacuum – plasma inter-
face). 

Substitution of the wave dependences (1) and relations 
(3), (6) in the vector Maxwell equations leads to a system of 
three interrelated equations: 
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The coefficients in these equations depend on the state of the 
material medium and are described in terms of parameters ex, 
ey, and b. The effect of factor b, which is always much smaller 
than unity in magnitude, manifests itself only in a narrow spa-
tial region near the point of field reflection, where the real 
parts of the permittivity tensor components vanish and the 
derivative ¶2Ex /¶x2 is large. 

It needs to define the boundary conditions for system (8). 
The laser radiation in a vacuum is initially assumed to have 
the form of a plane travelling wave 

E0exp[–iw0t + ik0(cosq0 x + sinq0 y)],

incident on the target from left to right at an angle q0 to the 
normal; E0 = [8pI0 j(t)/c]1/2 is the amplitude of this wave. Then 
all components of the total field on the left of the target, 
which is made up of the incident and reflected waves, should 
satisfy the following relations at some point x1 in vacuum: 
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At the rear side of a sufficiently thick target, the field may be 
assumed to be zero. 

2.2. Equations of plasma heating and motion 

The generation of currents by a high-power laser pulse in the 
surface layer of the substance under irradiation leads to a 
rapid transition of this substance to the plasma state as well as 
to the production of a fast electron flux at the vacuum bound-
ary. These high-energy electrons propagate virtually instantly 

deep into the target, because their mean free path is much 
longer than for thermal electrons. The charge they take 
away is compensated for by reverse currents, whose energy 
density is negligible in comparison with the density of 
absorbed pulse energy. Therefore, the fast electrons are 
included in the model only as a factor which lowers the rate of 
surface plasma heating. 

The direct action of laser radiation on this plasma is 
described using a system of hydrodynamic equations, which is 
subdivided into two groups for convenience of numerical 
implementation: thermal equations and equations of motion. 
In the limiting case of ultrashort irradiation (tens of femtosec-
onds) the plasma may at all be treated as immobile owing to 
the inertia of ions. However, when the pulse duration amounts 
to a fraction of a picosecond or to several picoseconds the 
plasma motion may no longer be neglected. The initially step-
like target density profile acquires a tailing over such periods 
of time, which may have a significant effect on the absorption 
of pulse energy. 

The thermal equations are written relative to the tempera-
tures Te, Ti of the electron and ion subsystems of the plasma 
jointly with an additional equation describing the evolution 
of the average charge Zp of its constituent ions, which may 
markedly differ from the equilibrium value Zp,eq under subpi-
cosecond heating (especially for heavy substances): 
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Here, QE, Qion, and Qei are the specific (per unit volume of the 
substance) powers of the thermal absorption of laser photons, 
ionization of target atoms, and electron-ion exchange; qT is 
the thermal flux density; CVe, CV i, Pe, and Pi are the specific 
heat capacities and pressures of the electron and ion subsys-
tems; PV is the artificial quadratic viscosity of the substance 
defined by the velocity profile V(x) of hydrodynamic motion 
[10]; and J is the collisional ionization rate. We neglect the 
energy loss due to the intrinsic radiation of the heated layer, 
because it is assumed that particle collisions prevail over pho-
toprocesses in solid-density plasmas. Of course, for relativis-
tic laser intensities I0 > 1018  W cm–2, which correspond to 
high (Te > 1 keV) heating temperatures, this assumption is 
not obvious and calls for a special investigation. We also 
neglect the ion conduction flux. 

The expressions for heat capacities, pressures, exchange 
term, and the electron flux are taken from Ref. [6]: 
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In this case, the ions are treated as an ideal gas irrespective of 
the density and the temperature. The effect of degeneracy on 
CVe in included for electrons in the cold parts of the target 
with a temperature below the Fermi temperature TF. The 
electron – ion collision frequency, which enters in the defini-
tions of the energy quantities QE, Qei, and qT, is also corrected 
in relation to the temperature range. For Te ® ¥ the 
frequency vT is defined by the Spitzer formula [11] and for 
Te ® 0 the frequency is estimated proceeding from the notions 
of electron-phonon interactions [12]: 
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where ћ is Planck’s constant; and
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is the Coulomb logarithm for weakly nonideal plasmas.
We shall enlarge on the expressions for the terms respon-

sible for the absorption of the laser pulse energy and plasma 
ionisation. With the use of the complex parts of permittivity 
tensor components (4), the absorption power takes the form 
of the sum of the contributions generated by fields Ex, Ey: 
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Calculations suggest that, despite the fact that the plasma 
wave escapes to the vacuum region (low-density substance 
region) and the transfer of the bulk of energy to fast electrons, 
its contribution to the QE quantity may prevail. 

The formula for ionisation loss follows from the equation 
for average ion charge evolution and from the definition of 
the specific internal energy of thermal electrons in the limit of 
ideal gas (neglecting low-temperature degeneracy) We = 
r(1.5ZpTe + U(Zp))/M: 
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where U(Zp) is the energy required to detach Zp bound elec-
trons from a target atom. For an arbitrary chemical element 
this energy is calculated by the algorithm of piecewise-linear 
interpolation [13] between the ionisation potentials Uk of the 
ion ground states for all k integer multiplicities – from the 
neutral atom to the fully ionised state with charge equal to the 
nuclear charge Zp = Z0 of the element. The discrete potentials 
Uk themselves are found using spectroscopic codes in the 
Hartree – Fock – Slater approximation [14]. 

Proceeding from the functional dependence U(Zp) and the 
known thermodynamic plasma parameters, it is also possible 
to estimate the collisional ionisation rate by the semiempirical 
Seaton formula [15]: 
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where Ry = 0.0136 keV; aB is the Bohr radius; and N(Zp) is 
the average number of equivalent ionisable electrons in the 
ground state of the ion of charge ~Zp. The number N is 
found, like the average ionisation potential, using an interpo-

lation algorithm. We add that the factor 1 – Zp /Zp,eq , which 
corrects the rate J in the ionisation equations, takes into 
account three-body recombination, which manifests itself 
most significantly at the stage of plasma expansion and cool-
ing after the laser pulse action. The value of equilibrium 
charge Zp,eq, which enters in this factor, is found from the 
Saha model [16]. 

The mechanism of collisional ionisation determines the 
evolution of the average plasma ion charge in the overcritical 
high-density region and, as a consequence, affects the velocity 
of thermal wave propagation into the target. However, in the 
subcritical region the efficiency of this process is much lower 
(the value of J is smaller), and the ion composition of the 
plasma is affected by the tunnel ionisation of atomic shells by 
the electric field of the laser wave, which is taken into account 
like in Ref. [12]. The external field of intensity |E | lowers the 
potential barrier, which prevents the bound electrons from 
transiting to the free state, by a value F ~ 2e(eZp|E |)1/2. This 
leads us to assume that all electrons from shells with Uk < F 
are instantaneously ionised. This assumption results in an 
implicit expression for Zp in a given external field: 
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We next turn to the formulation of the equations of 
plasma motion. The first equation is a conventional continu-
ity equation, which relates the hydrodynamic parameters r 
and V in a differential form, the second one represents the 
momentum conservation law and may have different repre-
sentations. In the selection of the specific representation, first 
of all we take into account the special character of the interac-
tion of high-intensity laser radiation with a solid substance. 
For relativistic intensity values I0 ³ Irel the ponderomotive 
pressure PE in the absorption region may exceed the total 
material pressure P = Pe + Pi + PV and impede the expansion 
of the heated plasma, maintaining a very steep density gradi-
ent at the boundary under irradiation. To minimise the influ-
ence of this gradient on the accuracy of numerical solutions, 
the momentum equation for the plasma medium is conve-
niently transformed to the form containing only a weak loga-
rithmic density function, considering that all types of pressure 
depend linearly on r in high-temperature plasmas. Finally the 
equations of motion are represented as follows: 
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where the ponderomotive pressure is defined by the expres-
sion [12] 
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The relativistic increase in electron mass is neglected in this 
expression. 

2.3. Numerical implementation of the model

The numerical integration of the model equations with respect 
to time from the onset of irradiation is performed in three 
stages on a common immobile Eulerian grid. At the first 
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stage, the sweep method is used to solve the stationary field 
equations for the thermodynamic parameters known from 
the previous time step. The equation of electron heat transfer 
is solved jointly with the equations of ion heating and ionisa-
tion by an implicit scheme, which is second-order accurate in 
space and first-order accurate in time, with the known electric 
field distributions Ex(x) and Ey(x). In doing this, advantage is 
taken of complete linearisation technique with the use of 
Newtonian iterations in electron temperature, whose number 
is controlled by a preset convergence criterion. At the last 
stage, new values of the density and velocity of hydrodynamic 
plasma motion are calculated by an explicit scheme, the veloc-
ity being determined in the middle of the intervals of the spa-
tial cells. The length of time steps is selected using an adaptive 
algorithm, which controls the maximum admissible varia-
tions of Te within the computational domain. 

In view of the effect of a very strong ponderomotive pres-
sure, an accurate reproduction of a virtually step-like plasma 
density profile in the solution of model equations results 
in the generation of a very small time step – no longer than 
(2 – 3) ´ 10–4 ps. As a consequence, ~104 steps fall within a 
time interval approximately equal to the picosecond pulse 
duration. The spatial grid must also be sufficiently fine, espe-
cially so in the pulse absorption domain. It was experimen-
tally determined that the results of simulations became almost 
insensitive to spatial discretisation when the interval Dx in this 
domain did not exceed (2 – 5) ´ 10–3 mm. For the grid dimen-
sion not to be too large (and hence for the problem computa-
tion time not to be too long), use is made of an algorithm for 
lengthening the grid intervals to values of the order of those in 
the vacuum domain and the domain of thermal wave propa-
gation through the cold substance. For a target several 
micrometres in thickness, the characteristic number of spatial 
mesh nodes is equal to 500 – 1000. The x = 0 coordinate cor-
responds to the exterior boundary of the substance in the ini-
tial (cool) state. 

3. Model testing

The stated model was tested using the data of experiments, 
which are recognised as benchmark experiments, on the ultra-
short-pulse irradiation of solid targets of different materials 
[17, 18] for moderate intensities (I0 < 1016  W cm–2). In these 
experiments the laser photon reflection coefficients from the 
resultant plasma were measured as functions of irradiation 
angle q0 and the magnitude of I0. The quality of target fabri-
cation (the surface polishing) made it possible to reduce to 
almost zero the diffuse scattering. As a result, almost all 
reflected radiation energy was recorded in the mirror direc-
tion relative to the irradiation direction. This reflection cor-
responds to the boundary conditions (9) for electromagnetic 
fields and must be adequately described by a one-dimensional 
hydrodynamic model. 

The mathematical determination of the absorbed and 
reflected energy fractions may be performed on the basis of 
the system of equations (8). Additional complex-conjugate 
equations are formulated for both components of the electric 
field. Then the initial equations are multiplied by intensities 
Ex 
*,  Ey 

* and the conjugate ones by Ex,  Ey. In this case, in the 
right-hand side of the equation for Ey we neglect the small 
contribution from the plasma wave current (  jT ~ bT <<1). 
Upon integration of the resultant relations over the entire 
computation domain, the subsequent pairwise subtraction, 
the use of Maxwell’s equations (2) and the boundary condi-

tions, and some transformations of the left- and right-hand 
sides, there emerges a standard relation between the absorp-
tion and reflection coefficients: 

A = 1 – R.	 (20)

The expression for the reflection coefficient R at each 
point in time is consistent with the requirement of super-
position of the incident and reflected waves of the electric 
field at the left boundary of the computation domain with 
coordinate x1: 
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The absorption coefficient A is the sum of the contributions, 
AT and AF, of thermal and fast electrons: 
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For comparison with experimental data, the quantities R, 
AT, and AF should be averaged over the time law of laser 
pulse intensity variation: 

( )

( ) ( )
,

( )

( ) ( )

d

d

d

d
A

t t

t t A t
R

t t

t t R t
,

,
F

F
T

T

j

j

j

j
= =

y
y

y
y

.	 (23)

These averaged coefficients were calculated on completion of 
the simulation of the spatiotemporal evolution of the laser 
target plasma over a pre-assigned time interval. The initial 
point in time t0 = 0 corresponds to the onset of the laser pulse 
j(t0) = 0. The target is assumed to be in one of two states at 
this point in time: it is either a cool solid substance with a 
step-like density profile and a known Fermi temperature or 
an expanding preplasma with a pre-assigned gradient scale 
length and a seed free-electron density preformed at the vac-
uum interface. 

The absorption and reflection coefficients were primarily 
simulated for the experimental conditions of Ref. [17], in 
which the Al target was irradiated both by p- and s-polarised 
radiation at an angle q0 = 45° for I0 = 1011 – 1016 W cm–2 for a 
wavelength l0 = 0.3 mm and a laser pulse duration t0 = 0.4 ps. 
The possible effect of a weak prepulse irradiation was 
neglected. The Fermi temperature of cool aluminium TF ~ 
11 eV, which permits estimating the initial charge of metallic 
plasma: Zp(t0) ~ 2.5 (the Fermi surface in metals was assumed 
to be spherically shaped). The initial electron temperature 
corresponded to the room one: Te(t0) = Ti(t0) = 0.025 eV. The 
electron – phonon collision frequency was selected proceeding 
from the known thermal conductivity coefficient of alumin-
ium of 2.4 J s–1 cm–1 K–1.

The calculated dependence of the total absorption coeffi-
cient A A A= + FT  on the peak intensity, which exceeds 5 ´ 
1012 W cm–2, is compared with the experimental values of 
1 – Rexp in Fig. 1a. In view of the measurement uncertainty 
estimated at 5 % – 10 %, it is safe to say that the quantities 
under comparison are in reasonable agreement with each 
other. For low I0 values (no greater than 1012 W cm–2) this 
agreement is missing, because the model does not take into 
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account the mechanism of interband absorption of optical 
photons in a low-temperature plasma, when Te < TF. 

We also investigated the absorbed energy dependences on 
the angle of Al target irradiation for a constant I0 value. The 
irradiation parameters were taken the same as in Ref. [18]: I0 
= 1014W cm–2, l0 = 0.25 mm, and t0 = 0.25 ps. A comparison 
of the calculated and experimental data (Fig. 1b) testifies that 
their disagreement also does not exceed 10 % for the majority 
of angles q0. 

Therefore, test simulations suggest that, beginning from 
I0 ~ 1016 W cm–2, the absorption of p-polarised laser radia-
tion is primarily due to the resonance mechanism, which is 
responsible for the generation of a fast electron flux. 

4. Results of thermal wave simulations 
in different substances

As noted above, the main applications of the hydrodynamic 
model and its software implementation are aimed at analys-
ing the feasibility of producing in high-intensity laser experi-
ments thin uniform plasma layers that are uniform in tem-
perature and density. For this purpose a series of simulations 
was performed for targets of different chemical composition 
under irradiation conditions typical for the SOKOL-P high-
power laser facility: wavelength l0 = 1.05 mm, I0 = 
1018 – 1019  W cm–2, t0 = 0.7 ps. The level of contrast ratio 
achieved on this facility so far does not permit eliminating 
prepulses with energies sufficient for plasma production on 
the target surface under irradiation. However, the solution of 
this problem is in sight. That is why the prepulses were disre-
garded in the simulations outlined (although this possibility 
has been built into the model) and the initial target state at the 

onset of the main pulse was treated as a solid one with a step-
like boundary. It is precisely the absence of a boundary 
plasma cloud that is an important condition to efficient laser 
energy transfer from the absorption region to the unperturbed 
inner regions. 

The angle of incidence of p-polarised radiation is q0 = 45°. 
The substances under irradiation were polyethylene (CH) and 
gold, which have substantially different initial densities ( r0 = 
1 and 19.6 g cm–3) and ionisation energies of their constituent 
atoms. The layer thicknesses of these substances were selected 
from the condition that the thermal wave does not manage to 
reach the rear side of the target. Owing to the difference in 
ionisation expenses the light target must evidently warm up 
faster than the heavy one. Furthermore, the lower the average 
plasma charge, the higher the electron thermal conductivity 
coefficient. That is why in our simulations the thickness of the 
CH layer was set equal to 2.5 mm and that of the Au layer to 
1 mm. Formulation of the boundary conditions for electric 
field intensities required that a 1.5-mm thick vacuum region 
with a background gas density of 10–10 g cm–3 was located in 
front of the target. 

Our simulation data suggest that the spatial field distribu-
tions are hardly dependent on the chemical target composi-
tion and are immune to variations over a wide range (0.5 – 2) 
of the plasma wave damping parameter vL/w0 during target 
irradiation by a pulse with I0 ³ Irel. Figure 2 shows examples 
of the field distribution at the moment the pulse with I0 = 
1018  W cm–2 reaches its peak. Also shown in Fig. 2 is the pro-
file of normalised plasma frequency; it takes into account the 
cloud of electrons at the target boundary under irradiation, 
which oscillate along the x direction [19]. Such a cloud forma-
tion is a kinetic effect and may only approximately be 
described in the framework of a hydrodynamic model – for 
instance, by continuous distribution of electrons, which are 
ejected from the target surface, over a domain of length of the 
order of the oscillation amplitude   ros ~ | | /e E m2x x 0

2w , 
where Ex  is some average field intensity of the plasma wave. 
The oscillation charge separation included in this way, like 
the relativistic increase in electron mass, manifests itself only 
in a displacement of the field reflection point and has only an 
insignificant effect on the general dynamics of the plasma 
layer. 

The spatial behaviour of the most important hydrody-
namic parameters Te and r/r0 for the CH and Au targets, 
which was simulated in the course of combined solution with 
the field equations, is depicted in Figs 3 and 4 for several char-
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acteristic points in time during irradiation by the laser pulse 
and after its end. One can see from these dependences that the 
ponderomotive pressure strongly prevents the plasma expan-
sion of the light substance, in which the ionised electron den-
sity, and hence the thermal pressure, are much lower than in 
the heavy substance. Furthermore, at the peak of irradiating 
pulse intensity the light substance begins to compress rather 
than expand. 

The redistribution of thermal energy also proceeds differ-
ently in the targets under consideration. Owing to a relatively 
low ionisation loss the thermal wave in the CH plasma over-
takes the density perturbation wave, and a density-uniform 
heated layer may exist for several picoseconds. The thickness 
of this layer with a temperature Te ³ 1keV is estimated at no 
less than 1 mm and with Te ~ 0.5 keV at 2 mm. For a heavy 
substance like gold the situation is different. In this case, the 
propagation of an electron thermal conduction wave is slowed 
down by multiple ionisation, which is responsible for the 
growth of the average plasma charge and, therefore, for the 
rise of its thermal resistance. The calculated depth of Au tar-
get heating does not exceed 0.2 – 0.4 mm, appreciable distor-
tions of the initial density profile simultaneously appearing at 
this depth, so that the plasma layer may not be treated as a 
uniform one during any time interval. The highest attainable 
values of the electron and ion temperatures, Tem and Tim, as 
well as estimates of their equalising time are given in Fig. 5 for 
both targets. 

The correctness of the combined solution of electrody-
namic and hydrodynamic equations is checked by the accu-
racy to which the total energy conservation law is fulfilled for 
the system under irradiation, on the one hand, and by the bal-
ance of laser photon absorption and reflection coefficients, on 
the other. The calculated time dependences of the AT, AF, and 

R coefficients are plotted in Fig. 6 for CH and Au. They tes-
tify that the balance relation (20) is fulfilled to an accuracy of 
5 % – 10 % during the course of the pulse. According to our 
numerical analysis, the discrepancy appears primarily due to 
the ponderomotive steepening of the density profile. To elim-
inate it requires too fine a spatial mesh in the Ex field – plasma 
interaction region. The thermal absorption coefficients aver-
aged over the pulse duration are A CHT  ~ 0.024 and  A AuT  ~ 
0.083. The bulk of absorbed energy is expended to generate 
fast electrons, which is estimated a  AF ~ 0.35 – 0.4. This value 
is in reasonable agreement with the data of recent experi-
ments [20] carried out on the CALLISTO laser facility in 
Lawrence Livermore National Laboratory. In the irradiation 
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of aluminium foils by pulsed 0.15-ps p-polarised radiation at 
a wavelength of 0.8 mm, the total laser energy absorption 
coefficient was equal to 0.4 – 0.6 in the peak intensity range 
I0 = 1017 – 1019 W cm–2.

Endeavours to improve the uniformity of heavy substance 
plasma layer in conditions of ultrashort laser irradiation leads 
to the concept of a compound target, when a heavy substance 
is screened from direct irradiation by a light substance, which 
decreases density perturbations and forms a thermal wave. In 
the simulation of the heating dynamics of the compound tar-
get it was assumed that a 0.1-mm thick gold layer is covered 
with polyethylene layers with respective thicknesses of the 
external and rear layers of 0.5 and 1.5 mm, respectively. 
Examples of the spatial Te and r distributions in the resultant 
multilayer plasma are given in Fig. 7. They suggest that the 
Au layer temperature equalization sets in only after the end of 
the laser pulse, at the points in time t > 2 ps, when the ther-
mal wave nearly stops and its temperature decreases from 
the maximum value of 1.5 keV to ~0.4 keV. At these instants 
of time, the Au plasma pressure exceeds the pressure in the 
CH cover layers (the ionisation multiplicity is higher), with 
the consequential broadening of the heavy layer and a sev-
eral-fold lowering of its density, down to r ~ 3 – 4 g cm–3. 
Figure 8 shows the distributions of the average ion charge for 
t = 0.7 and 2.4 ps. A comparison of these distributions with 
the equilibrium ones shows that an equality Zp = Zp,eq = 3.5 is 
fulfilled in the heated CH light layers, while the equilibrium 
charge state approximation breaks down in the heavy layer. 
The difference between Zp and Zp,eq ranges up to a factor of 
two, which must have a significant effect on the dynamics of 
the plasma as a whole, because Pe ~ Zp. The inertia of ionisa-

tion and recombination maintains the value of Zp in the 
heated Au layer at about a constant level in the 40 – 50 range. 

5. Conclusions 

We presented the results of numerical simulations of the inter-
action of high-power p-polarised ultrashort-pulse laser radia-
tion with single-and multilayer targets consisting of light and 
heavy substances (polyethylene and gold) for a peak irradia-
tion intensity I0 ~ Irel. The objective of our simulations was to 
determine the depth of thermal wave penetration into solid 
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media which require substantially different energy expenses 
for the ionisation of electron shells. 

The simulations were performed in the framework of a 
one-dimensional hydrodynamic model, which described the 
heating, ionisation, and motion of the substance in a strong 
light field. These simulations included the effects of pondero-
motive pressure and transfer of a part of laser pulse energy to 
the energy of fast electrons by means of a damping plasma 
wave generated by the external field in the normal direction to 
the target plane. 

The model equations were numerically implemented on a 
common Eulerian grid. The integration scheme was second-
order approximative in space and first-order approximative 
in time. The energy balance equation for the plasma produced 
in the absorption of laser photons is implicitly solved relative 
to the thermal electron temperature involving iterations in 
nonlinearities and automatic time step selection. The equa-
tions of motion are solved using an explicit algorithm. 

A conclusion was drawn from the simulations that the 
thermal wave intensity in light substances is sufficient for pro-
ducing for several picoseconds a density-uniform high-tem-
perature plasma layer 1 – 2 mm in thickness. In the case of 
heavy substances, multiple ionisation prevents the thermal 
wave from detaching the shock one, which disturbs the uni-
formity of the plasma and permits heating it to a depth of no 
more than a fraction of a micrometer. Hence it follows that a 
more or less uniform plasma layer of a heavy substance may 
be produced if it is screened from the direct ponderomotive 
action by a rapidly heated layer of a light substance. The 
heavy layer thickness must be considerably less that 1 mm. 

It is planned to verify the model predictions using the 
data of X-ray measurements in dedicated experiments on 
the SOKOL-P facility for irradiation intensities above 
1018  W cm–2. To this end, the model should be complemented 
with a software module intended to construct the X-ray emis-
sion spectra of dense layered plasmas. Furthermore, it needs 
to take into account, at least in the Rosseland length approxi-
mation, the energy fraction carried away by this radiation. 
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