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Abstract.  We consider the influence of noise parameters of a 3D 
lidar and external background radiation on the error in estimating 
the relief signatures of distant objects from 2D field intensity distri-
butions of the reflected radiation. A physical and mathematical 
model is developed to analyse the effect of noise. The dependence of 
the error in estimating the relief signatures at various signal-to-
noise ratios is investigated taking into account the parameters of 
real multi-element photodetectors (MEPDs). The obtained results 
indicate the possibility of evaluating relief signatures of distant 
objects with high accuracy based on standard MEPDs simultane-
ously for a large number of points on the object’s surface with a 
signal-to-noise ratio of more than 4.

Keywords: 3D lidar, 3D images, 3D cameras.

1. Introduction

Increasing the efficiency of detection and recognition of vari-
ous dynamically changing objects, including low-contrast and 
zero-contrast objects, is the main task in the development and 
fabrication of modern laser ranging systems, including imag-
ing and automated recognition systems [1 – 5]. The priority 
direction for solving this task is the development of 3D non-
scanning lidars (3D Flash LIDAR), which ensure the acquisi-
tion of relief characteristics of objects simultaneously on a set 
of elements with dimension N = nx       ́  ny on their surface in the 
form of a 2D map of depths xij (distances Rij) of each nij th 
surface element [4 – 6]. In lidars of these types, reflected sig-
nals are photodetected and processed by specialised 3D 
cameras (3D LIDAR imaging cameras), which are highly int
egrated solid-state systems based on multi-element photode-
tectors (MEPDs), namely, single-photon avalanche photo-
diode (SPAD) arrays [6, 7] and multichannel processors. The
se processors contain tens of thousands of time-measuring 
‘start-stop’ channels and measure time intervals between the 
moment of laser pulse emission, t0, and the moments of ref
lected signal arrival, tij, at each nij th element of the MEPD. 
The solution of this problem on the basis of algorithms for 
temporal ‘start-stop’ measurements using hybrid technologies 
by combining many separate time-measuring channels (see, for 
example, [8]) significantly limits the ability to determine the 

relief characteristics of objects with a high spatial resolution, 
since with an increase in the dimension N of the relief depth 
map, the same number of elementary photodetectors and par-
allel operating time-measuring channels are required.

An alternative to time-of-flight methods for obtaining rel
ief signatures of distant objects, which does not require spe-
cialised processors with N time-measuring channels, is the 
laser 3D location method relying on the energy ratios of par-
tial beams in 2D energy distributions of the reflected field [9]. 
The basic concept of the method was first proposed by us in 
patents [10, 11], and the method itself was first used in [12, 13]. 
In this work, we study the influence of noise parameters of a 
lidar and external background on an error in estimating relief 
signatures of distant objects and examine the features of prac-
tical implementation of the modified algorithm of this method 
based on a MEPD with charge accumulation.

2. Concept of the method

In accordance with the algorithm of the method in question 
[9], the surface of an object located at a distance R from the 
lidar is irradiated with laser pulses havng an increased beam 
divergence. The duration of laser pulses is determined from 
the relation

tp > 
2 ( )

c
rmaxkx

,	 (1)

where xk max(r) is the maximum relief depth at the k th point of 
the object surface; r is the vector with coordinates x and y in 
the object plane; and с is the speed of light.

In the complex of recognition problems, automated rec-
ognition of remote small-size objects is of great practical 
importance [1, 8]. The class of such objects includes small-size 
aircraft; ground, surface and underwater vehicles; armoured 
vehicles; sea mines; unexploded ordnance; fragments of wre
cked objects; parameters of sea waves for detecting underwa-
ter explosions and moving underwater objects by their surface 
manifestations; etc. The maximum relief depth of objects of 
this class does not exceed 3 – 4.5 m, which, in accordance with 
(1), determines the minimum laser pulse duration equal to 
tp » 20 – 30 ns.

A reflected signal Ek(r, t) arriving at a MEPD input with 
dimension N can be represented as a set of fields of N partial 
beams (sub-beams) of laser radiation. A partial beam is 
understood as reflected laser radiation incident on a photocell 
(pixel) of a MEPD located in the image plane of the receiving 
optical system (OS). The dimension N of the MEPD is deter-
mined by the required spatial resolution of the lidar in the 
object plane.
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The distribution of the time delay (shift) tk(S) of each sub-
beam of the reflected radiation is uniquely related to the dis-
tribution of the relief depth xk(r) of the object surface by the 
expression

tk(S) = 2xk(r)/с,	 (2)

where S is the vector with coordinates x and y in the plane of 
the MEPD, which can be a matrix photodetector with charge 
accumulation, for example, a CCD array.

The maximum value of the delay time of the partial beam 
of the reflected signal is determined by the expression

tk max(S) = 2xk max(r)/с.	 (3)

The instant t1 of arrival of the leading edge of the reflected 
pulse relative to the instant t0 of laser pulse emission tp is

t1 – t0 = 2Rb /c,	 (4)

where Rb is the base distance to the surface point with a max-
imum elevation corresponding to xk = 0.

For an object with a diffusely scattering surface, the field 
amplitude in the image plane of the receiving OS is deter-
mined as the sum of the fields reflected from individual points 
of the surface in the OS direction:

E(S ) = ( , ) ( , ) ( , ) ( )E t K t T t Ar r S Sak
k

k0/  = ( )E Sk
k

/ ,	 (5)

where E0k(r, t) is the distribution of the complex amplitude of 
the laser radiation field on the surface; K(r, t) is the distribu-
tion of the surface reflection coefficient; Ta(S, t) is the transfer 
function of the medium through which the laser radiation is 
transferred along the location path (atmosphere, hydro-
sphere); Ak (S ) is the instrument transfer function of the lidar 
OS; and Ek (S ) is the field amplitude in the image of the k th 
point of the surface.

In the general case, the propagation of laser radiation in 
an inhomogeneous atmosphere results in fluctuations in the 
propagation time of laser radiation along the location path 
and an increase in the duration of laser pulses. These phe-
nomena are mainly caused by fluctuations in the angles of 
laser radiation propagation in an inhomogeneous atmosphere 
due to fluctuations in the refractive index of the atmosphere 
along the location path. The influence of refraction and atmo-
spheric turbulence on the propagation of laser signals has 
been investigated in many works, for example, in [14 – 21]. As 
shown in [16 – 19], the largest fluctuations in the angles of arr
ival of laser radiation (up to 5’  ) are caused by the effects of 
anomalous refraction. The frequency of such fluctuations is 
10–3 – 10–2 Hz. The significantly higher frequency of fluctua-
tions in the angles of arrival (up to 103 Hz) is associated with 
thermal turbulence in the atmosphere. However, the ampli-
tude of such fluctuations is much less than the refractive fluc-
tuations and does not exceed 5'' [20]. The low-frequency nat
ure of these processes determines the time of the quasi-sta-
tionary state of the atmosphere, which is tens of thousands of 
times longer than the propagation time and exposure time of 
signals at each location cycle.

According to [15, 21], the root-mean-square fluctuations 
in the propagation time and duration of laser pulses when 
they pass along atmospheric paths are insignificant. For exa
mple, when laser pulses propagate along a horizontal atmo-

spheric path with medium turbulence (structural refractive 
index Cn

2(h) = 10–14 – 5 ́  10–14 м–2/3) at a distance of 10 – 15 km, 
these time fluctuations are within 0.68 – 1 ps. For inclined and 
vertical paths, they can be even smaller: When propagating 
along vertical paths through the entire thickness of the atmo-
sphere, the root-mean-square fluctuations in the propagation 
time of the laser signal and the pulse duration are no more 
than 0.07 ps, and when propagating at an angle of 80°, no 
more than 0.17 ps [21]. This gives reason to believe that the 
pulse duration for each partial beam of reflected radiation is 
equal with a high degree of accuracy to the duration of the 
emitted laser pulse tp, and the propagation time of the laser 
pulse along a path of a given length is constant.

Three-dimensional distributions of the depth xk(r) of the 
object’s surface relief are determined from the ratio of the 
energies of partial beams for two 2D distributions B1(S ) and 
B2(S ) of the reflected light field energy:

q(S ) = B1(S )/B2(S ).	 (6)

Distributions B1(S ) and B2(S ) are obtained at different 
exposure (accumulation) times. The distribution B1(S ) is 
found by accumulating the energy E(S, t) of the reflected light 
field in a spatiotemporal gate of duration ts1 = tp in the inter-
val (t1, t1 + tp), which includes the leading edge of the pulse, 
or in the interval (t1 + tp, t1 + 2tp) for the trailing edge of the 
pulse. Consequently, the distribution B1(S ) for the realisation 
section E(S, t) containing the leading edge of the pulse is 
determined by the expression

B1(S ) = |Ek(S )|2 ( )df t t
t

k
2p

1

t-
ty  = |Ek(S )|2(tp – tk),	 (7)

where

f  2(t – tk) = 
1  ,for

for
t k

k

t=
0  .t ! t
)

The B2(S ) distribution is obtained by accumulating the 
field energy E(S, t) in a gate of duration SiO2, equal to the 
duration T = tp + tk max of the reflected signal. Therefore, the 
distribution B2(S ) can be written as

B2(S ) = |Ek (S )|2 ( )df t t
t

t T

k
2

1

1

t-
+y  = |Ek (S )|2 tp.	 (8)

In accordance with (7) and (8), expression (6) takes the form

q(S) = 
( )S

p

p k

t
t t-

.	 (9)

From (9) we find the 2D distribution of the delay time of the 
partial beams of the reflected radiation tk (S ) with respect to 
the time instant t1, and, consequently, to t0:

tk (S ) = ts1 – tp ( )

( )

B

B

S

S

2

1  = ts1 – tp q(S ) = tp – tp q(S ).	 (10)

From (10), taking into account relation (2), we determine the 
relief signature of the object under study:

xk(r) = ( )c S
2 p pt t q-6 @,	 (11)

and also a map of the distances ( )R rkx  to the points of the 
surface relief:
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( )R rkx  = Rb + xk (r).	 (12)

The basic distance Rb is measured by a time-measuring 
‘start-stop’ lidar channel with threshold detection of the 
moment of the reflected signal arrival t1, along which gating 
pulses with durations ts1 and ts2 are also formed.

3. Model for analysing the influence of noise 
parameters

A mixture of a reflected laser signal and background radia-
tion of the atmosphere and sky enters the input of a MEPD 
lidar. Taking into account background radiation and equa-
tions (7) and (8), the ratio q'ij for a partial beam with coordi-
nates xi and yj in the q(S ) distribution can be written in the 
form:

q’ij (tk) = 
B

B

ij

ij

2

1
 = 

( )

( ) ( )

P P P

P P P

s b p b p

s b p b

ij

ij k k

t t

t t t

+ +

+ - +

	 = 
( 2 )

( )

P P

P P

s b p

s p b p

ij

ij k

t

t t t

+

- +
,	 (13)

where Ps ij and Pb are the powers of the partial beam of the 
reflected signal and background radiation that are incident 
on a MEPD photocell, respectively; and subscripts i and  j 
define the coordinates xi and yj of the photocell nij in the 
MEPD field.

Taking into account the fact that Ws = Ps tp and Wb = 
Pb tp are the energies of the reflected signal and background 
incident on a MEPD photocell, and that the factor Ps(tp – tk) = 
Ws(1 – mk), where mk = tk /tp is the information parameter of 
the relief depth xk, equation (13) for the number of photons 
Ns and Nb has the form

q'ij (tk) = 
( 2 ) /

[ ( ) ] /

W W W

W m W W1

s b ph

s b phk

+

- +
 = 

( )
N N

N m N
2

1

s b

s bk

+

- +
,	 (14)

where Wph = hn is the photon energy of probe radiation.
Providing short-term exposures of 2D fields in specified 

temporal gates of short duration ts1(s2) is possible both with 
the use of external high-speed modulators (shutters) (see, for 
example, [22, 23]) installed in front of the MEPD, and by 
direct electronic control of the process of photoelectric con-
version and amplification in the MEPD-CCDs themselves, as 
well as in hybrid electron-optical converters (HEOCs), which 
are electron-optical converters (EOCs) whose fluorescent 
screen is coupled to the CCD [24, 25].

The high speed and low level of control electrical signals 
(no more than 5 V) of selective GaAs-based electro-absorp-
tion modulators [22, 23] make their application promising. 
However, the strong temperature dependence of the centre 
wavelength of the pass-band requires temperature stabilisa-
tion of modulators of these types or the use of lasers with a 
similar temperature dependence of the generated radiation 
wavelength. Low-voltage gating (electronic shutter) is also 
easily implemented in a CCD: for a CCD with avalanche pho-
todiodes, ts ³ 0.2 ns [26]; for a CCD, ts ³ 40 ns [27]. For 
HEOCs, ts ³ 0.4 ns [25], but high-voltage control pulses are 
required.

Despite the disadvantages inherent in all HEOCs based 
on EOCs with a fluorescent screen, which consist in increas-
ing noise and decreasing the dynamic range with an increase 
in the gain of the EOC, the use of HEOCs allows one to pro-

vide high sensitivity of a 3D lidar and ‘fast’ signal gating. 
Construction of photodetector channels (PDCs) of a lidar 
based on new developments of HEOCs with direct electronic 
excitation of a CCD placed inside the vacuum volume of an 
EOC [28] makes it possible to eliminate the above disadvan-
tages and provide record sensitivity indicators.

The operation of photoelectric conversion of signals (13), 
taking into account the influence of noise and external back-
ground radiation in a PDC based on a HEOC, can be des
cribed by the equation

q'ij (tk) = {K1[Ns(1 – mk) + Nb]

	 + [ ( ) ]K N m N N N N1s s b qd qr qQvk1 1
2 2 2m - + + + +r r r }

	 ´ [K2(Ns + 2Nb)

	 + ( )K N N N N N2s s b qd qr qQv2 2
2 2 2m + + + +r r r  ]–1

Kc
–1,	 (15)

where K1 and K2 are the coefficients of the photoelectric con-
version of the energy of the input light signal incident on a 
single photocell of the PDC into an electrical output signal: 
for a HEOC

K1(2) = h1GK 'h2,	 (16)

for a CCD without internal amplification

K1(2) = h2K ';	 (17)

where h1 and h2 are the quantum efficiencies of the EOC and 
the CCD, respectively; G is the gain; K'  is the loss factor of the 
receiving and matching optics; ms1(s2) is the noise factor pro-
portional to the gain G of the light signal in the PDC and 
introducing additional noise during photoelectron conversion 
with gain G >> 1 (for example, at G » 105 – 106, ms1(s2) = 
1.2 – 3.5 [29, 30]); and Nqd

2r , Nqr
2r  and NqQv

2r  are the squares of 
the average values of the CCD noise components: the number 
of dark current electrons, the number of readout electrons, 
and the number of analogue-to-digital conversion (ADC) 
noise electrons of the CCD charges (quantisation noise), 
respectively.

The real difference in the photoelectric conversion coeffi-
cients for each PDC pixel (K1 ¹ K2) for the correct interpreta-
tion of the measurement results requires knowledge of their 
ratio K1 ij /K2 ij, which is reflected in equation (15) by the cali-
bration factor

Kc ij = K1 ij /K2 ij.	 (18)

The coefficients Kc ij are determined experimentally by mea-
suring the ratios of the energies q'

с ij = Kc ij for the distributions 
B1(S ) and B2(S ) according to (15) under uniform illumina-
tion of the PDC in the linear region of its sensitivity by radia-
tion from a uniformly illuminated screen and are recorded in 
the memory of the lidar calculator.

Estimates of the influence of the signal-to-noise ratio 
y1on the error in determining the relief characteristics require 
taking into account the noise parameters of the PDC and the 
power of background radiation. The effect of these parame-
ters is especially significant for the B1(S ) distribution. This is 
due to the fact that, in contrast to the B2(S ) signal, the actual 
energy accumulation time of the B1(S ) signal decreases with 
increasing mk, i. e., with increasing relief depth, which leads to 
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a proportional decrease in the signal energy Ns(1 – mk), and, 
consequently, to the deterioration of the signal-to-noise ratio 
that, in accordance with (14) for B1, is determined by the 
expression

y1 = 
[ ( ) ]K N m N N N N

K N m N

1

1

s s b qd qr qQv

s b

k

k

1 1
2 2 2

1

m - + + + +

- +

r r r

^ h6 @
.	 (19)

As follows from (19), the ratio y1 reaches its minimum 
value at mk max, which corresponds to the maximum relief 
depth xk max. The factor (1 – mk max) in (19) can be expressed as

1 – mk max = (tp – tk max) /tp = min

pt
tD

,	 (20)

where Dtmin determines the required resolution in terms of 
relief depth:

Dx = c
2 mintD .	 (21)

The resolution Dx is understood as the ability to measure a 
certain minimum change in the depth of the relief with a given 
error, which accordingly determines the number of distingui
shable gradations of relief depths in a given range.

Taking into account (20), expression (19) can be written in 
the form

y1 = 

K N N N

K N N

min

min

b n

s
p

b

s s
p

1 1
2

1

m t
t

t
tD

D
+ +

+

rc

c

m

m

;

;

E

E
,	 (22)

where Nn
2r  = Nqd

2r  + Nqr
2r  + NqQv

2r .
Equation (22) determines the minimum value of the ratio 

y1 for a given Dtmin. An increase in the resolution (a decrease 
in Dx = f  (Dtmin)) is unambiguously associated with an increase 
in y1, which is due to the choice of a photodetector with a low 
noise index Nn

2r  and an increase in energy Ns(Dtmin /tp).

4. Influence of noise parameters on the estimation 
error of the relief signature of an object

We estimate the effect of PDC noise for a HEOC-based lidar 
containing an EOC with a fluorescent screen and a Kodac 
KAI-1003M CCD image sensor [31]. This matrix is character-
ised by a relatively low threshold sensitivity (40 electrons 
without taking into account the noise introduced by the ADC 
of the CCD charges). At the same time, it has a large potential 
well depth (charge packet capacity) of a pixel, Nq max = 170000 
electrons, which is important both for measurements at a 
large signal-to-noise ratio and for expanding the dynamic 
range in assessing the relief depth. The estimates are carried 
out for a laser pulse duration tp = 30 ns.

Numerical estimates of the noise components Nqdr , Nqrr and 
NqQvr  for the Kodac KAI-1003M CCD image sensor. The num-
ber of dark current electrons Nqdr  is defined as the noise charge 
of the dark current id in time t:

Nqdr  = id qG
t  = nqt,	 (23)

where q is the electron charge, and nq is the average number of 
dark current electrons.

According to the technical data sheet of the sensor [31], 
the electron count rate of the dark current, reduced to the 
area of one pixel, is 2500 electrons per second. Accordingly, 
the number of dark current electrons during an accumulation 
time of 30 ns will not exceed 7.5 ́  10–5.

Readout noise of the CCD pixel charge is Nqrr  = 40 elec-
trons [31]. The need to obtain relief signatures in digital form 
introduces an additional error due to quantisation noise. The 
root-mean-square value of the quantisation noise is deter-
mined according to [32] from the expression

NqQv
2r  = D2

Qv /12,	 (24)

where DQv = Nq max /2n is the quantisation step, which is set by 
the ADC capacity of 2n. For the CCD potential well depth, 
Nq max = 170000 electrons and for a 10-bit ADC (210 = 1024), 
NqQv

2r  = 1662/12 = 2296.
In accordance with the obtained estimates of the noise 

components, as applied to the problem of measuring the relief 
signature of objects with a relief depth of up to ~ 4.5 m, the 
noise index Nn

2r  in (22) is 3896. Taking this into account, the 
signal-to-noise ratio, for example, at Dx = 2 cm, reaches units 
at the charge number Nsq of signal electrons of the CCD pixel 
equal to 63 (at ms1 = 1.2 for G » 500 – 1000), which corre-
sponds to the number of photons of the partial beam of the ref
lected signal at the CCD input Nss = Nsq /h2 = 210, where h2 = 
0.3 is the quantum efficiency of the KAI-1003M CCD [31].

Numerical estimates of the power of external background 
radiation, expressed as the number of photons Nb during an 
exposure time of 30 ns, for background radiation of various 
nature are given in Table 1 according to [32].

The error in estimating the relief depth, which is determi
ned by formula (11), can be represented in the form

kijsx  = c
2

2 2
p kijs s+t q ,	 (25)

where 2
ps t  is the standard deviation of duration ts1 = tp, caused 

by an error in measuring the duration of the laser pulse and 
fluctuations in the ‘timing’ of the gating pulse tp to the 
moment of arrival of the reflected signal t1; and 2

kijs q  = (qkij – 

Table  1.  Numerical estimates of the power of external background radiation.

Source of background radiation
Power Pb in the spectral range of laser 
radiation /W

Number of background radiation photons Nb 

Scattered radiation from stars in a clear night 
atmosphere 8.7 ́  10–21 8.2 ́  10–10 

Scattered solar radiation in a clear daytime  
atmosphere 8.7 ́  10–14 8.2 ́  10–3 

Solar radiation reflected from clouds 3.5 ́  10–13 3.32 ́  10–2 

Solar radiation reflected from the underlying  
surface 8.7 ́  10–13 8.2 ́  10–2 
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'
kijqr )2 is the standard deviation of the index '

kijqr , calculated by 
formula (15) with allowance for the given ratio y1 (22), from 
the exact value qkij determined by formula (9).

Figure 1 shows the calculated dependences of sx on the 
relief depth of the object surface x for various signal-to-noise 
ratios. The analysis of these dependences testifies to the high 
accuracy of the method under consideration. The error in 
estimating the relief depth can be less than 2 cm. The ‘pedes-
tal’ of the error sx = f  (x ) on these dependences, equal to 
~2 cm, is a systematic error introduced by the parameter pst  
in (25), the value of which is ~0.14 ns and is mainly due to 
temporal fluctuations in the ‘binding’ of the beginning of 
measurements to the time of arrival of the reflected signal t1 
and the error in determining the laser pulse duration. The 
error in estimating the relief depth decreases with an increase 
in the signal-to-noise ratio y1 and can be reduced by a factor 
of nz  when averaging the measurement results over a num-
ber of location cycles nz. This statement is in good agreement 
with our experimentally averaged error value over several 
location cycles of test samples of a stepped relief, which was 
~0.7 cm [9].

The accuracy characteristics of the method fully satisfy 
the problem of remote detection and recognition of various 
objects [1, 33]. According to studies carried out in the United 
States [27], for the automated recognition of such objects by 
their relief signatures, the minimum information involves the 
discrete dimension of the field in the image plane of the object 
of N = 200 elements at a resolution in relief depth of ~15 cm, 
which is successfully achieved using the considered method 
even at relatively low signal-to-noise ratios.

5. Conclusions

The developed model for assessing the influence of the noise 
parameters of a 3D lidar makes it possible to numerically esti-
mate the error in determining the relief signatures of distant 
objects, taking into account the noise parameters of real pho-
todetectors and the background environment. The results 
obtained indicate the possibility of evaluating the relief signa-
tures of objects with high accuracy on the basis of standard 
MEPDs simultaneously for a large number of points on the 
object surface with a signal-to-noise ratio y1 > 4. Due to the 
short accumulation times of signals, the effect of natural 
background radiation on the estimation error of relief signa-
tures is insignificant. The number of points on the object’s 
surface can be tens and hundreds of thousands, depending on 

the required spatial resolution in the image plane of the object 
and is limited only by diffraction phenomena at the receiving 
aperture of the optical system and the available lidar pulse 
energy.
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