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Abstract.  The accuracy of estimating the duration of single-cycle 
laser pulses with centre wavelengths of 910 and 780 nm is analysed 
using a single-shot second-order intensity autocorrelator. It is 
shown that estimates of the single-cycle pulse duration with an 
error of less than 5 % require the use of KDP crystals with a thick-
ness of no more than 10 mm for the second harmonic generation. At 
the same time, to estimate the duration of a transform-limited pulse 
containing ten optical cycles, the crystal thickness can be up to 
1 mm. In this case, at an optimum angle of convergence of the first-
harmonic beams, the duration estimation error is less than 2 %.

Keywords: autocorrelator, three-wave interaction, ultrashort laser 
pulses.

1. Introduction

Modern oscilloscopes and photodiodes do not have a tempo­
ral resolution sufficient to directly measure the duration of 
femtosecond laser pulses. For this purpose, indirect methods 
and devices developed on their basis are used. Some of them 
allow one to measure the intensity correlation functions, whi­
le others use special algorithms to restore the temporal profile 
of the pulse and its spectral or temporal phase. The use of 
these or other methods is determined by the laser operation 
regime and characteristics of the pulses being diagnosed. 
Typically, to measure the temporal characteristics of single 
ultrashort pulses, the second-order [1 – 3] and third-order 
[4,  5] intensity autocorrelators are used, as well as single-shot 
FROG (frequency resolved optical gating), SPIDER (spectral 
phase interferometry for direct electric field reconstruction) 
[6] and GRENUILLE [7] devices. Single-shot second-order 
intensity correlators make it impossible to distinguish the lea­
ding and trailing edges of the pulse, while third-order inten­
sity correlators make it possible. To diagnose laser pulses 
with a high repetition rate (tens of hertz and higher), scanning 
FROG and cross-correlators based on two-photon absorp­
tion [8] and second harmonic generation [9] are used. Due to 
the development of ultrahigh-power laser systems [10] that 
allow laser pulses to be generated with petawatt power and 
ultrashort duration (tens of femtoseconds or less), the task of 
correctly measuring the temporal characteristics of such radi­
ation becomes urgent.

Recently, methods of additional temporal compression of 
ultrahigh-power laser pulses have also been actively devel­
oped. One of them, called CAfCA (compression after com­
pressor approach) [11], was successfully tested in experiments 
and allowed one to significantly reduce the radiation pulse 
duration [12 – 15]. As shown in work [16], the application of 
this method will allow further implementation of petawatt 
pulses with a single-cycle duration of light field oscillations in 
experiments. Diagnostics of the temporal parameters of such 
radiation is a nontrivial task, which, nonetheless, can be sol­
ved using the presently developed methods, with sufficient 
measurement accuracy being provided.

It is important to note that earlier single-shot intensity 
correlators of the second and third orders were used to diag­
nose ultrashort pulses. For the first time, the results of mea­
surements of the duration of a femtosecond laser pulse using 
a single-shot second-order autocorrelator were presented in 
work [17]. The pulse duration was 50 fs, and the measure­
ments were conducted using a 300-mm-thick KDP crystal. 
The possibility of autocorrelation measurements at pulse dur­
ation of ~100 fs with a dynamic range of 108 was shown in 
[18]. Using the dispersion scanning technique, Louisy et al. 
[19] demonstrated the possibility of obtaining the temporal 
envelope of a laser pulse with a duration of 4 fs in the single-
shot regime. A single-shot cross-correlator with a dynamic 
range up to 1010, subpicosecond resolution and a time win­
dow up to 70 ps was considered in [20, 21].

The ultrashort laser pulses obtained in experiments usu­
ally have a non-flat spectrum phase. When diagnosing ultra­
short chirped pulses, the impact of the dispersion of the linear 
part of the nonlinear-crystal refractive index may lead to an 
incorrect evaluation of the autocorrelation function (ACF) 
width. In this case, the error can be evaluated using numerical 
methods. In the present work, we analyse the accuracy of the 
duration estimates of single-cycle laser pulses with centre 
wavelengths l0 = 910 and 780 nm by a single-shot second-
order intensity autocorrelator. The simulation is performed 
for transform-limited pulses, as well as for pulses with qua­
dratic and cubic modulation of the spectrum phase.

2. Optical scheme and principle of operation

Optical scheme of a single-shot second-order autocorrelator 
is shown in Fig. 1a. The laser pulse being measured is split 
into two replicas, which are directed to a nonlinear optical 
crystal where non-collinear generation of the second harmo­
nic occurs (Fig. 1b). The non-collinear interaction scheme is 
necessary to implement the principle of converting the tempo­
ral intensity distribution into its spatial profile [17]. In this 
implementation, the transverse distribution of the second 
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harmonic radiation intensity in the near field at the nonlinear 
crystal output contains information about the temporal struc­
ture of the radiation being diagnosed. Optimal operation of 
the device assumes the detection of the second-order symmet­
ric ACF intensity:

K(tu) = 
3

( ) ( )dI t I t t1 0t-
3-

uy ,	 (1)

where I0(t) and I1(t – tu) are the temporal intensity distribu­
tions of the original pulse being diagnosed and the pulse that 
passed through the beam splitter. Ideally, their profiles are 
identical, i. e. I1(t) = I0(t). However, as the duration of the dia­
gnosed pulse tends to a single oscillation cycle in optical ele­
ments, the role of linear dispersion of the refractive index inc­
reases. There are two such elements in the device scheme: a 
beam splitter and a nonlinear crystal itself. Because of the dis­
persion in the beam splitter, the measured function ceases to 
correspond to the autocorrelation function. Its profile may 
not have symmetry, and the reconstructed information on the 
temporal pulse structure may be inaccurate.

There are two ways to solve the beam splitter problem. 
The first method assumes splitting the beam without passing 
through the material medium. This can be achieved by reflect­
ing part (for example, 50 % of the area) of the beam with a 
mirror. Diffraction effects arising from this beam splitting can 
be eliminated by transferring the image by a spherical mirror 
onto the crystal surface. The second method is to compensate 
for the introduced material dispersion of the beam splitter by 
means of a chirped mirror installed in the path of the beam 
passing through the splitter. Obviously, the second approach 
is not optimal, since the chirped mirror cannot accurately 
compensate for the introduced dispersion of the second and 
higher orders. Moreover, the chirped mirror itself can addi­
tionally introduce an undesirable spectrum phase. Further we 
assume that the device implements a dispersion-free splitting 
of the laser beam. The effects of geometric factors and the 
refractive index dispersion of a nonlinear crystal on the inter­
action of pulses are considered in the following sections.

3. Effect of the interaction geometry  
of pulses on the accuracy of measurements  
of their duration

In this section, we neglect the effect of the refractive index 
dispersion of a nonlinear crystal on the second harmonic gen­
eration. Our aim is to determine the basic requirements for 
the interaction geometry of pulses that must be met for the 
correct measurement of the second-order ACF. Figure 1b 
shows a scheme of interaction of two pulses inside a nonlinear 
crystal. Since, as mentioned above, the second harmonic is 
generated with a low efficiency, the measured signal is a func­
tion of the form

K1(x) = 
3

( ) ( )dI t x t I t x t0 0 0b b- + +
3-

y ,	 (2)

where I0 is the intensity of the first harmonic radiation; t0 is the 
time delay between the first harmonic pulses; b = sin(a/2)/uz; 
a is the angle between the directions of propagation of the 
first harmonic beams inside the crystal; uz is the projection of 
the group velocity of the first harmonic pulse on the z axis; 
and x is the transverse coordinate (Fig. 1b). Expression (2) 
can be analytically integrated for pulses with a Gaussian int­
ensity distribution:

I0 (x, y, t) = I0exp exp ln
x

x y

t
t4 4 2

2

2 2

2

2

D D
-

+
-e eo o,	 (3)

where Dx is the full beam size at the 1/e level, and Dt is the 
FWHM pulse duration. The result of integration is a Gaussian 
function with a ∆xACF width along the x axis at a 1/2 intensity 
level:

2lnx x t
1 2 2

ACF
2 2 2

2b

D D D
= + .	 (4)

A time delay of one of the pulses by a value of t0 shifts the 
ACF maximum by Dx0 = t0 b ́ xACF

2D /Dt2. Since the principle 
of linear transformation of the temporal coordinate into the 
spatial one is implemented in the correlator under consider­
ation, this relation, together with (4), allows us to find a rela­
tionship between the ACF width DtACF and the duration Dt of 
the pulse being diagnosed:

tACF
2D  = 2Dt2 

xDln
t1

2 2 2

2

b
D

+e o.	 (5)

At the same time, the relationship between the ACF width 
and the pulse duration with a Gaussian intensity distribution 
is well known: tACF

2D  = 2Dt2. A comparison of this relation­
ship with formula (5) shows that the intensity autocorrelator 
always introduces a systematic error in determining the dura­
tion. Since the second term on the right-hand side of formula 
(5) is positive, this error leads to an overestimation of the 
pulse duration.

Within the framework of the approximation in question, 
increasing the beam diameter Dx and the angle a between the 
interacting first-harmonic pulses inside the nonlinear element 
reduces the error. In particular, for pulses with a duration of 
one, three, and ten field cycles (Dt = pl0 /c, where p = 1, 3, 10, 
and l0 = 910 nm) with a beam diameter Dx = 1 mm and an 
angle a = 1°, the error in determining the duration is 0.4 %, 
4 % and 30 %, respectively. To minimise this error in further 
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Figure 1.  ( a ) Scheme for obtaining ACF under non-collinear second 
harmonic generation and ( b ) scheme of interaction of a pulse and its 
replica in a nonlinear crystal.
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calculations, we assume that Dx is equal to 2 mm; in this case, 
for the specified durations, the error is 0.1 %, 1 % and 8 %, 
respectively. Note that the geometric error can also be elimi­
nated by introducing additional correction, but it is more effi­
cient to use a relation between the beam size and the pulse 
duration at which the error is negligible.

4. Effect of linear dispersion of the refractive 
index of a nonlinear crystal on the duration 
evaluation accuracy

4.1. Equations and initial boundary conditions

In this section, we analyse the effect of linear dispersion of the 
refractive index of the crystal in which the second harmonic is 
generated on the accuracy of the duration estimates of ultra­
short laser pulses. To this end, we obtain equations describing 
the process of non-collinear generation of the second har­
monic by pulses with a duration equal to a single cycle of field 
oscillations. We use the slowly evolving wave approximation 
(SEWA) [22], which is more accurate than the slowly varying 
amplitude approximation (SVAA) [23]. To derive equations 
using this method, we use the approximation

¶
¶
z
E  << k0|E| or |(k0 – k1w0)/k0| << 1,

which is valid for a wider range of parameters compared to 
the approximation [k(w) + k0] /(2k0) » 1 used in the SVAA 
method. Here, k(w) = (w/c) ( )e w  is the dependence of the 
wavenumber on the frequency w; e(w) is permittivity; k0 is the 
wavenumber for the centre frequency w0; E = Au (t, r^, z) ́  
exp[i(w0t – k0z + y] + c.c. is the electric field intensity of the 
light wave; k1

1-  is the group velocity of the laser pulse for the 
centre frequency; and Au (t, r^, z) is the complex amplitude.

Within the framework of this approximation, the equa­
tion for the electric field amplitude in the accompanying coor­
dinate system can be obtained directly from Maxwell’s equa­
tions (t = t – k1z, ¶t ® ¶t, ¶z ® ¶z – k1¶t) (see the Appendix):
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where

Dt  = ¶ ¶
!
( )i i

m
k

k km
t

m

m
t

0
1 0- + -

3

=

/

is the dispersion operator;

km = 
¶

¶ ( )k
m

m

w
w

w w= 0

;

and Pu  is the nonlinear polarisation amplitude. When deriving 
equation (6), absorption in the medium is neglected. As app­
lied to the process of non-collinear second harmonic genera­
tion, from equation (6), with allowance for the additional 
condition (k2

1/k2
0)¶ 2

t  << 1, we can obtain a system of coupled 
equations in the paraxial approximation (see the Appendix):

¶z A1
t (W, r^, z) + i ( , , )D

k
k

k
D

A r z1
2z z

1
1 0

31

1 0

1
2

1
D

W W+ -
+=

=w
wt

t
tc m= G

	 = – ( , , )A r zt¶i
c k

d
k
k2 2

F *eff

z z
2

1 0

10
2

10 1 0

31
2

p w
w+ - =t

uc m; E)

	 ´  ( )exp i kz3 D=( , , )A r ztu 3 ,

¶z A2
t (W, r^, z) + i ( , , )D

k
k

k
D

A r z1
2z z

2
2 0

31

2 0

2
2

2
D

W W+ -
+=

=w
wt

t
tc m= G

	 = – )( , ,A r zt¶i
c k

d
k
k2 2

F *eff

z z
2

2 0

20
2

20 2 0

31
1

p w
w+ - =t

uc m; E) 	 (7)

	 ´  ( )exp i kz3 D=( , , )A r ztu 3 ,

¶z A3
t (W, r^, z) + i ¶( )tanD

k
k

k
D

1
2z z

y3
3 0

31

3 0

3
2

r
D

W+ -
+

+
=

w
wt

t
c m= G

´  ( , , )A r z3 W =
t  =  –  ( , , )A r zt¶i

c k
d

k
k2 2

F 1
eff

z z
2

3 0

30
2

30 3 0

31p w
w+ - =t

uc m; E)

	 ´  ( )exp i kz2 D-=( , , )A r ztu 3 .

Here ( , , )A r zj W =
t  is the Fourier transform of the complex 

amplitudes ( , , )A r zj t =
t  of interacting pulses; kjz0 and wj0 are 

the projections of wave vectors onto the z axis and the centre 
frequencies of interacting pulses; Djw

t  = kj (w) – 3
1u- W – kjz0 is 

the dispersion factor; u3 = k31
1-  is the group velocity of radia­

tion at the sum frequency; deff is the crystal nonlinearity coef­
ficient; r is the walk-off angle; and Dk = k1z0 +  k2z0 – k3z0 is 
the wave detuning from the phase-matching direction at the 
centre frequency. The peculiarity of this system of equations 
is a more accurate accounting of dispersion effects, which all­
ows us to describe the interaction of ultrashort optical pulses. 
When performing calculations, the dispersion relation relies 
on the exact Sellmeier equations in the studied spectral range 
instead of the series terms.

As boundary conditions, we consider pulsed beams with a 
quasi-plane transverse intensity distribution (the degree of the 
super-Gaussian function is 6) and Gaussian distribution in 
time. Note that the system of equations (7) allows us to use as 
boundary conditions pulsed beams with an arbitrary intensity 
distribution and an arbitrary spectrum phase (including those 
measured in experiments). To demonstrate the effect of chirp 
on the accuracy of measuring the duration of few-cycle pulses, 
a third-order spectrum phase expansion was used. It is conve­
nient to set initial conditions for the spectral components of 
the field at the crystal input boundary:

A1
t (W, x, y) = A01 exp
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z 2
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u
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D
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-c cm m

	 ´ exp i i
2 621

2 3

j jW W
- -c m,	 (9)

where W = w0 – w is the centre frequency detuning; DW is the 
full spectrum width at the 1/2 intensity level; and j1 and j2 are 
the parameters of quadratic and cubic phase modulation. Ini­
tial conditions (8) and (9) take into account the fact that ultra­
short pulses acquire an angular chirp and the corresponding 
slope of the amplitude front as a result of refraction at the 
crystal boundary. The system of equations (7) together with 
initial boundary conditions (8) and (9) can be used to simulate 
a single-shot second-order intensity autocorrelator applied for 
measuring the duration of few-cycle (up to a cycle of optical 
oscillations) pulses. In this system of equations, the initial 
phase of field oscillations does not affect the resulting ACF 
regardless of the pulse duration.

4.2. Numerical simulation of a single-shot autocorrelator

Let us analyse the accuracy of estimating the duration of laser 
pulses using an intensity autocorrelator. We consider radia­
tion with centre wavelengths l0 = 910 nm (OPCPA system on 
DKDP crystals) and 780 nm (laser complexes with Ti : sap­
phire amplifiers) and pulse durations of one, three, and ten 
field cycles corresponding to 3, 9 and 30 fs (2.6, 7.8 and 26 fs) 
for pulses with l0 = 910 nm (780 nm). It is assumed that, in the 
cross-correlator crystal, the laser beams intersect in a plane 
that makes the phase matching noncritical. As a nonlinear 
element used for the second harmonic generation, KDP crys­
tals with a thickness of 10 – 1000 mm are considered. The beam 
diameter Dx is chosen equal to 2 mm to minimise the contri­
bution of the geometric error in accordance with Section 3. 
The KDP crystal is used in the second-order intensity auto­
correlator that serves to diagnose the temporal characteristics 
of radiation at the output of a PEARL subpetawatt laser 
complex ( l0 = 910 nm). The choice of this type of crystal is 
due to the fact that, in the specified spectral region, it has rat­
her weak dispersion in the linear part of the refractive index: 
k12 = 11 fs2 mm–1 and k22 = 82 fs2 mm–1 for the first and sec­
ond harmonics, respectively. The group dispersion of the pul­
ses of the first and second harmonics is Du = 36 fs mm–1. At 
the same time, for radiation from Ti:sapphire lasers with l0 » 
780 nm, the KDP crystal has significantly greater dispersion 
(k12 = 30 fs2 mm–1, k22 = 103 fs2 mm–1, Du = 77 fs mm–1) which 
affects the accuracy of the duration estimates.

The system of coupled equations (7) was solved using the 
split-step Fourier method [23]. The dependences of the ratio 
of the ‘measured’ pulse duration tm = DtACF/ 2  to the initial 
pulse duration t0 on the convergence angle and the crystal 
thickness are shown in Figs 2 and 3 for radiation with l0 = 
910 and 780 nm. The simulation was performed for trans­
form-limited pulses (j1 = 0, j2 = 0).

The dependences shown in Fig. 2 have a unique extremum 
corresponding to the optimum convergence angle a between 
the first-harmonic pulses inside the crystal. The extremum is 
caused, on the one hand, by the ACF broadening at small a 
[see expression (5)], and, on the other hand, by the dispersion 
broadening of interacting pulses in the crystal. When diagnos­
ing laser pulses with l0 = 780 nm, the contribution of disper­
sion effects to the measurement result becomes more signifi­
cant than that for the duration of pulses with l0 = 910 nm. 

The duration measurement accuracy is reduced. For pulses 
with a duration of ten optical cycles and more, we have obs­
erved no significant differences in the duration estimates.

Consider the effect of quadratic phase modulation on the 
accuracy of pulse duration evaluation (j1 ¹ 0, j2 = 0). Figure 4a 
shows the dependence of the ratio tm /t0 on the convergence 
angle a and the crystal thickness. The spectral width of the 
laser pulse corresponds to the duration of one cycle of field 
oscillations (wavelength 780 nm), while the duration is inc­
reased to about four oscillations.

Figure 4b demonstrates the effect of cubic phase modu­
lation on the accuracy of the ACF width evaluation (j1 = 0, 
j2  ¹ 0). It can be seen that when the crystal thickness 
exceeds 10 mm, the measured function for the pulses under 
consideration differs significantly from the ACF, which 
leads to erroneous results in measuring the duration. We 
also note that the sign of phase modulation also affects the 
measurement results. Thus, when measuring the duration of 
ultra-wideband laser pulses, which generally have phase 
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Figure 2.  ( Colour online ) Dependences of the ratio tm /t0 on the con­
vergence angle a for pulses with a duration of ( a ) ten field cycles, ( b ) 
three cycles and ( c ) one cycle for various crystal thicknesses and l0 = 
910 nm.
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modulation of various orders, the KDP crystal thickness 
should not exceed 10  mm, which ensures the duration evalu­
ation accuracy better than 5 %.

At the same time, a crystal with a thickness of up to 1 mm 
can be used to estimate the duration of transform-limited pul­
ses of about ten optical cycles. In this case, at the optimum 
convergence angle of the first-harmonic beams, the duration 
evaluation accuracy is better than 1 % and even at the non-
optimal angle is 2 % (see Fig. 2a).

5. Conclusions

We have analysed the possibility of using a single-shot inten­
sity autocorrelator to evaluate the duration of single-cycle 
laser pulses with centre wavelengths of 910 and 780 nm. It is 
shown that the accuracy of the restored duration for trans­
form-limited pulses depends both on the nonlinear crystal thi­
ckness and the convergence angle of the first harmonic beams. 
However, there is an optimal angle at which the duration is 
restored with the least error. When diagnosing ultra-wide­

band laser pulses, it is necessary to use KDP crystals with a 
thickness of no more than 10 mm, which ensures that the acc­
uracy of the pulse duration evaluation is no worse than 5 %. 
Nevertheless, to evaluate the pulse duration of about ten opti­
cal cycles, the crystal thickness can be chosen equal to 1 mm. 
In this case, with the optimum convergence angle, the accu­
racy of the pulse duration evaluation is better than 2 %.
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Appendix. Derivation of the equations used  
and validity evaluation of the corresponding  

approximations

The original nonlinear wave equation for the electric field 
appears as:

t
¶ ¶( ) ( , ) ( ) ( , )dE t

c
t t E t tr r1

z t
2

2
2 eD+ - -=

3-

l l ly

	 = ¶4 ( , )
c

P trnlt2
2p .	 (A1)

Let us represent the fields through their envelopes:

E(r, t) = Au (t, r^, z) exp [i(w0t – k0z + y )],

Pnl(r, t) = Pu (r^, z, t) exp [i(w0t – k0z + y )].	
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Figure 3.  ( Colour online ) Dependences of the ratio tm /t0 on the con­
vergence angle a for pulses with a duration of ( a ) ten field cycles, ( b ) 
three cycles and ( c ) one cycle for various crystal thicknesses and l0 = 
780 nm.
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ratio of the ‘measured’ ACF width to the original one (DtACF / t ( )ACF

0D ) for 
a pulse with cubic phase modulation on the convergence angle a at dif­
ferent crystal thicknesses and l0 = 780 nm.
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Substituting (A2) into the wave equation we obtain the exp­
ression
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Here,
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is the dispersion operator;
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m

m

w
w

w w= 0

;

and k(w) = (w/c) ( )e w  is the dependence of the wavenumber 
on frequency. A similar equation was obtained in [22]. Next, 
we pass over to the accompanying coordinate system (t = t – 
k1z, ¶t ® ¶t, ¶z ® ¶z – k1¶t) and rewrite equation (A3) in the 
form
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Let us open the brackets:
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reduce similar terms with different signs:
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and factor out the term [i + (k1/k0)¶t] on the left-hand side of 
equation (A6):
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Thus, we obtain
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For further simplification, we take into account that
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After transformation, equation (A8) acquires the form:
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In the spectral region, the equation in the paraxial approxi­
mation reads as:
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Here, F is the direct Fourier transform; At (W, r^, z) is the Fou­
rier transform of the field amplitude Au (t, r^, z); and
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is the dispersion factor. Equations (A10), (A11) can be used 
to describe nonlinear optical phenomena in the propagation 
of laser pulses, the duration of which is close to one optical 
cycle. In addition to the approximations used in [22], approx­
imation (A9) must be satisfied. For non-collinear three-wave 
interaction, the dispersion operator Dw

t  in the accompanying 
coordinate system has the form

Djw
t  = 

!m

k
k1jm

m

m
jz

0
0uW W- -

3

=

/ .	 (A12)

Here j = 1 –   3 are the indices of interacting laser pulses; kjz0 are 
the projections of wave vectors of interacting pulses at the 
centre frequency onto the z axis; and u is the group velocity 
along the z axis, which determines the direction of radiation 
propagation at a sum frequency.

In view of the foregoing, we obtain a system of equations 
describing the non-collinear generation of the third harmonic. 
We can present each of the interacting fields in the form:

E1(r, t) = A1
u (t, r^, z) exp [i(w10t – k1z0 z + k1x0 x)],

P1(r, t) = deff A A*2 3
u u exp{i[(w30 – w20)t – (k3z0 – k2z0)z

	 + k2x0x]},

E2(r, t) = A2
u (t, r^, z) exp [i(w20t – k2z0 z – k2x0 x)],

P2(r, t) = deff A A*1 3
u u exp{i[(w30 – w10)t – (k3z0 – k1z0)z 

(A13)

	 – k1x0 x]},

E3(r, t) = A3
u (t, r^, z) exp [i(w30t – k3z0 z)],
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P3(r, t) = deff A A1 2
u u exp{i[(w10 + w20)t – (k1z0 – k2z0)z]},

where k1x0 and k2x0 are the projections of wave vectors of 
interacting pulses at the centre frequency onto the x axis. 
Taking into account the nonlinear term in (A11) with the first 
derivative in time inclusive, we arrive at a system of equations 
that coincides with (7). This system of equations makes allow­
ance for dispersion, diffraction (in the paraxial approxima­
tion), and beam walk-off, and thus can be used to describe the 
three-wave interaction of pulses with a duration of up to one 
optical cycle. We used it to describe the non-collinear genera­
tion of the second harmonic. It is worth noting that account­
ing for nonstationarity in the nonlinear term leads to the 
appearance of additional wave detuning, which depends on 
the duration of the interacting pulses and intensity. Equations 
(7) satisfy the SEWA approximation:

k
k k

0

0 1 0w-
 << 1.	 (A14)

We should note that for radiation with a centre wave­
length of 910 nm and characteristic time scale of 2 fs, the app­
roximation ¶( / )k k1

2
0
2 2

t  » 0.06 << 1 is satisfied. This approxi­
mation means that the characteristic scale of the field enve­
lope change should be comparable to the cycle of oscillations. 
The non-collinearity between the interacting pulses (a £ 10° ) 
in three-wave interaction allows the use of the paraxial app­
roximation (k1x0 /k1z0 = tan (a/2) = tan 5° » 0.09 << 1).
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